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Simulation of Tactile Sensing Arrays for Physical Interaction Tasks
Zhanat Kappassov, Juan-Antonio Corrales-Ramon, and Véronique Perdereau

Abstract—Simulated worlds are important enablers and accelerators of new algorithms for autonomous robot applications. A framework for tactile servoing in the simulated world is presented. This framework includes a general model of tactile sensing arrays that can simulate the behavior of a real tactile sensing array thanks to an empirical characterization procedure. After obtaining the precise sensor model, different tactile servoing schemes can be implemented in the framework by controlling contact features, including points and lines extracted from the simulated contact images. Several experiments have been performed in order to guarantee the correspondence between the simulated results generated by the framework and the real ones executed with different sensors and robots.

I. INTRODUCTION

There is at present a large imbalance between physical world simulators’ reliabilities in applications that do not require handling of a contact and those that involve careful consideration of physical interactions. For example, whereas the simulation environment is sufficient to gather the data for solving the problem of learning adaptation behaviors to faults without contacts [1], real experiments are needed to collect and process raw signals for solving the problem of safe physical interactions [2].

This imbalance is due to limitations of physical world engines in the simulation of tactile sensing arrays [3], which provide robots with a contact force profiles between their links and the environment. This profile is measured thanks to multiple sensing elements organized in raw-column wise structure within the sensor. With the emergence of the demand for fine and dexterous manipulation, tactile sensing arrays have gained attention not only in real applications but also in simulations [4], since physical world simulators accelerate design and implementation.

Simulation of these tactile sensing arrays involve the problem of their surface deformations that occur due to the applied contact forces. This problem can be addressed by applying the elasticity theory [5], which are computationally costly and inherently ill-posed since the authors use inverse filtering techniques that may not have a unique solution.
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TABLE I: Tactile sensing array simulation approaches.

<table>
<thead>
<tr>
<th>Sensor Model</th>
<th>Sim./Engine</th>
<th>Friction Model</th>
<th>Geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>SkinSim [6]</td>
<td>Gazebo /ODE</td>
<td>Mass-spring-damping model for each cell</td>
<td>Array of rigid spheres</td>
</tr>
<tr>
<td>OpenGrasp [7]</td>
<td>OpenRave / ODE</td>
<td>LuGre dynamic friction model</td>
<td>Triangularized meshes</td>
</tr>
<tr>
<td>Deformable Skin [8]</td>
<td>RobWorkSim / ODE</td>
<td>Coulomb model</td>
<td>Deformable meshes</td>
</tr>
<tr>
<td>PPS model [4]</td>
<td>C++ /OpenGL</td>
<td>Sensor ~ proximity forces</td>
<td>Cubes on a planar surface</td>
</tr>
<tr>
<td>Developed model</td>
<td>Gazebo /ODE</td>
<td>PSF, Coulomb friction model</td>
<td>Triangularized meshes, cubes</td>
</tr>
</tbody>
</table>

In order to overcome this limitation and simulate realistic tactile sensors, previous approaches propose different solutions (Table I). For example, in SkinSim [6] each sensing element within a sensing array is modeled as an independent rigid body with a spherical shape represented in Gazebo simulation environment. Solid elements with a mass are attached to the base of the sensor through a virtual spring. Then the response of the sensor is given by the displacements of the virtual springs.

In contrast to SkinSim, the simulation model of the OpenGrasp skin [7] includes one rigid body only. The body is represented by a triangularization of its surface. A force response at each triangle is then used to form a sensor response. Following the single body representation, in the RobWorkSim simulator with Open Dynamics Engine (ODE), Joergensen et al. [8] empirically derive a polynomial function to describe the deformations of an elastic surface as a function of the distance from the point of contact towards each of the sensing elements of a WeissRobotics variable resistance sensor.

Another approaches use the data coming from range sensors, e.g. Pezzementy et al. [4] construct the model of a Pressure Profile Systems tactile sensor as an array of proximity sensors without inferring the physics of the material covering the sensing cells. Since a mechanically compliant surface of a real sensor creates cross-talk in a tactile image, the sensing array is characterized with a point spread function (PSF).

As the first contribution, we present a novel methodology (Fig. 1) to construct a tactile sensing model that takes the advantages of each approach: integration with Gazebo simulation environment, consideration of the effect of contact forces in accordance with a real sensor, and use of PSF based characterization of a real sensor. Such characterization simulates the effects of a soft layer over the sensor on the resulting tactile image.
Using the proposed framework, simulation models were built for the following sensing arrays (Fig. 2 a-c): resistive WTS0614 Weiss Robotics, capacitive $6 \times 4$ DigiTacts Pressure Profile Systems, and capacitive sensor developed by the Laboratory for Integration of Systems and Technology (LIST) of the French Alternative Energies and Atomic Energy Commission (CEA). Accordingly, the efficacy of the models was benchmarked in the following tactile servoing applications: a robot end-effector position control in the 6 degrees-of-freedom (dof) Cartesian space, and tactile servoing with a 2 dof pan-and-tilt platform. Our approach can be integrated into autonomous exploration techniques with multiple points of contact, e.g. [9], which would potentially enhance autonomous robots.

The proposed tactile sensor model including its calibration and characterization is presented in the next section (Section II). It followed by the implementation of a tactile servoing controller in section III. The responses of the simulated and real sensors are compared in section IV. The last section concludes the work.
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**Fig. 1: Approach.**

II. SIMULATED SENSOR

Figure 1 illustrates the proposed pipeline for constructing a model of a sensor sensing array in the simulated world (SW). The pipeline includes the characterization step. The shape of the sensor in the SW is given by a triangular mesh that can be integrated into Gazebo environment, which is a rigid multibody kinematics simulator based on a physics engine, for example ODE. The engine provides data about collisions at the points of contact between two objects in contact. Thus, we can construct the response of the sensor in terms of a tactile image. It visualizes the physical collisions between the bodies. From tactile image, tactile features can be retrieved using computer vision techniques [10]. Usually, the sensing array is attached to a robot in the SE. The robot is always defined by its kinematic structure along with joint controllers. The Gazebo simulator is compatible with the Robot Operating System (ROS) that handles the controllers.

A triangular mesh of a sensing array can be designed in one of the following ways: it represents the whole sensor as either a single body or multiple bodies organized in the same way as sensing elements. Figure 2 d) shows the model of the $N \times M$ WTS0614 sensor given by a single body with the sensing elements, consisting of pairs of triangles, depicted with numbers. For this sensor: $N = 6$ and $M = 14$; the physical coordinates of a cell are $x = i \cdot \Delta x$ and $y = j \cdot \Delta y$, where the size of each sensing element is $\Delta x = \Delta y = 3.4$ mm.

A contact force occurs between a sensing element and the environment when they interact. In reality, this force is spread over the neighboring elements due to the soft elastic top layer of the sensor that tends to uniformly spread its deformation to an input stimulus. Thus, every tactile sensing array has specific spatial and force resolution characteristics. In order to fit the spatial characteristics, we apply a PSF model to capture effects of the deformation, as Pezzementi et al [4] proved its efficacy.

A. Point Spread Function

PSF is the function that represents the spatial response of an array to a point stimulus. We apply a PSF based on a two-dimensional Gaussian function to the contact forces at each sensing element with a convolution mask. The parameters of this Gaussian function are estimated from the empirical data (Sec III-A)\(^1\).

Therefore, when a force is applied to a sensing element, the effects of the deformations lead to the following relationship:

$$I_{sim}(i, j) = F_{sim}(i, j) \ast g(a, b) \quad (1)$$

where $i$ and $j$ are the coordinates of a tactile sensing cell (or tactel) in an $N \times M$ sensing array, $I_{sim}(i, j)$ is the resulting tactile image in the simulation; $F_{sim}(i, j)$ is the input force.

$$g(a, b) = \frac{1}{2\pi \sigma} e^{-\frac{1}{2}(\frac{a^2 + b^2}{\sigma^2})}$$

is the 2D Gaussian PSF function with $\sigma$ the normal distribution and $axb$ the size of a kernel with $a = b$; $\ast$ denotes the convolution in the spatial domain, i.e. $I(i, j) = \sum_{a=a_{start}}^{a=a_{end}} \sum_{b=b_{start}}^{b=b_{end}} F(i - a, j - b)g(a, b)$.

The result of the PSF model, applied to the contact force profile depicted in Fig. 3 b, is illustrated in Fig. 3 c. Fig. 3 a shows the simulation environment: a Shadow robotic hand with a Weiss tactile sensing array over its palm (white) and the object (orange) that is in contact with the sensor.

The contact force profile is obtained as described in the following section.

\(^1\)In the following, the parameters of the Gaussian function are $\sigma = 0.5$ and the kernel size is $3 \times 3$ determined by comparing real and simulated contact patterns
B. Contact force

The term \( F_{\text{sim}} \) in eq. (1) is the force profile, which is built from the forces at each tactel. When the sensor collides with an object, ODE calculates the contact forces using a temporal spring-damper system at the intersection of the surface triangles. The simulator allows small penetrations in the colliding objects, from which it estimates normal and tangential forces based on the stiffness and friction coefficients of the bodies in contact. We assume that the frictional coefficients are rather low to allow sliding motions. Then, the contact force \( F_{\text{sim}} \) at the \((i_0,j_0)\)-th sensing element with coordinates \( x(i_0) \) and \( y(j_0) \) is computed as follows:

\[
F_{\text{sim}}(i_0,j_0) = k_{\text{scale}} \sum_{i,j} F_n \phi(x,y) : (|x - x(i_0)| \quad \in \Delta x) \land (|y - y(j_0)| \quad \in \Delta y) \land (|z - z(i_0,j_0)| \quad \in h)
\]

where \( h \) is the height of the sensor (in \( z \) direction), \( N_x \) and \( N_y \) are the number of tactels along \( x \)- and \( y \)-axes, respectively, \( F_n \) is a normal force provided by the Gazebo simulator at the point of contact between an object and the given element with the volumetric dimensions \( \Delta x, \Delta y, \Delta z \). The coordinates \( x, y, z \) are the coordinates of collisions between the sensor and an object with respect to the sensing frame. Thus, we sum the contact forces that appear on the surface and within the dimensions of \((i_0,j_0)\)-th tactel. We take into account the normal forces only because the tangent forces tend to zero as the surface friction coefficients are assumed to be negligible. The resulting force is then normalized by a scaling factor \( k_{\text{scale}} \) to respect the maximum of the real sensor output, and down-sampled in time to make the simulated bandwidth equal to the bandwidth of a real sensor.

Thus far, we derived a custom sensor model. The model takes as the input the interaction forces (calculated by the ODE physical engine) and considers their spreading due to the compliance of the elastic surface of the corresponding real sensor. Although the developed sensor model does not apply the deformations of the surface of the sensor in the simulation, it generates the tactile image coherent with the empirical data (Sec. V-A).

C. Tactile image

The simulated sensor is added in the simulation by defining its attachment frame with respect to an end-effector of a robot, e.g. the palm of a robot hand. Then the sensor provides this end-effector with the tactile image. The procedure of obtaining this image is summarized in Algorithm 1.

As indicated in the developed algorithm, the tactile image is the result of the convolution of a Gaussian with contact forces, which are clustered in row-column structure and provided by a physics engine. The parameter \( \sigma \) of the Gaussian and a stiffness parameter for deriving the contact forces should follow the real parameters that are obtained empirically by the sensor characterization procedure described in the next section.

III. SENSOR CHARACTERIZATION

In the following, we show the steps of how any tactile sensing array can be characterized using a 3 axes manual manipulating platform. The steps include:

1) calibrating of every tactel of the sensing array with a ground-truth force measuring device: First step is dedicated to find the relation between the ground-truth forces and responses of each sensing element in the array. The indenter pressed once on different elements.

2) recording the penetration depths and verification of the repeatability of sensor responses: second step is dedicated to identify the mechanical compliance (stiffness) of the sensing surface. The indenter pressed on a sensing element, increasing the penetration depth slowly, and recording meanwhile the penetration depth and the force response. Also the repeatability of a given sensing element is tested by pressing several times on the same tactel with the indenter.

A case study is performed using the resistive WTS0614 WeissRobotics sensor. The output of the sensor is 12 bit raw voltage level values.

A. Characterization setup

The following tools, illustrated in Fig. 4, can be used to characterize the sensor’s response: a schematic drawing of the sensing elements’ locations (Fig. 4 c and Fig. 5 a) that help to determine the locations of the tactels needed for Algorithm 1, the ground-truth ATI Nano17 force and torque sensor (Fig. 4 b), a custom-made cylindrical indenter with the diameter of 1 mm (Fig. 4 b), the Proxxon mf70 54518 milling device (Fig. 4 a) used as a three axes manipulator. The sensor was fixed (with a thin double side scotch 3M) to a flat surface within the three axes manipulator’s (Proxxon

Algorithm 1 Tactile image in Simulation

\[
\begin{align*}
\text{Tactile Array} & \leftarrow \text{triangularized meshes} \\
\text{Stiffness} & \leftarrow \text{Real stiffness coefficient (e.g. Fig. 6 b)} \\
\text{Penetration Depth} & \leftarrow \text{Thickness of the sensing surface} \\
\text{Sensor Location} & \leftarrow \text{Robot Description} \\
\text{Contact forces} F & \leftarrow \text{CollisionsPhysicalWorldSimulator} \\
N_x \times N_y & \leftarrow \text{NumberOfTactels} \\
\text{for all } F & \in N_x \times N_y \text{ do} \\
F_{\text{sim}}(i,j) & \leftarrow \text{equation (2), Fig. 5} \\
\text{end for} \\
\text{for all } F_{\text{sim}} & \in N_x \times N_y \text{ do} \\
I_{\text{sim}}(i,j) & \leftarrow \text{equation (1)} \\
\text{end for} \\
\text{return Simulated Tactile Contact Image } I_{\text{sim}}
\end{align*}
\]
Fig. 4: Tools used for the characterization of the WTS0614 sensor. (a) Manual 3-axis platform. (b) The ground-truth force and torque ATI Nano 17 sensor with the indenter printed using a 3-dimensional rapid prototyping machine. (c) Schematic of the locations of the sensing elements.

The manipulator has the resolution of 0.2 mm in the horizontal directions and 0.05 mm in the vertical direction (red arrows in the Fig. 4 a). ATI Nano17 force sensor was attached to the machine’s head using a custom made adapter piece. This force sensor with an attached indenter was pushed against the elastic sensing surface over the centers of the sensor’s sensing elements. We captured the deformations in the normal direction of the sensing frame, tactile sensor outputs, and the force sensor measurements obtained by pressing the elastic surface incrementally up to the saturation of the sensor output. The signals from the tactile array and ground-truth force sensor were synchronized using a data synchronization tool of ROS framework.

B. Step 1: tactile sensor output calibration

Fig. 5 b shows the sensor’s responses versus the ground-truth force measurements. The linearized response is depicted with the black line. We can assume that interaction forces are within the linear range (from 0.2 N to 1.8 N with a ratio output→force of \( k_{out→force} = (1.8 - 0.2)/(3840 - 0) = 0.000425 \)) of the tactile sensor’s response\(^2\). The maximum detectable pressure applied by the indenter with the diameter of 1 mm is given by the maximum normal force \( F_{max} \) applied onto the sensor surface with the area of \( \pi \cdot r^2 \):

\[
F_{max}/(\pi \cdot r^2) = (2N/0.785m^2) \cdot 10^6 = 2.548 \cdot 10^6 \text{ Pa},
\]

that is 0.25N/mm\(^2\) or 2.89 N per tactel. There is a significant difference in the minimum trigger level (i.e. the minimum detectable contact force) of the tactel 15, which is close to the center, and the tactel 1, which is located at the border: the tactel in the center is more sensitive than the tactel near the border. This irregularity is due to the fact that the rubber is attached to the base of the sensor from the sides, where the rubber is less soft than in the center. We take into account such irregularities by calibrating each tactel separately and applying a scaling coefficient for the response each tactel.

C. Step two: stiffness and maximum penetration

The sensor responses have a creep behavior over a series of deformations as shown in the Fig. 6 a. The response of the same tactel changes from one trial to another: the indenter pushed the sensing element number 39 several times. The repeatability of the response of the tactel had a variation of almost 1.5 times at the point around 1.5 N. This happens because of the hysteresis of the flexible surface, temperature variations, and a creep behavior under a constant force [11]. However, such limitations can be mitigated in simulations without undesirable effects. In order to estimate the compliance constant \( C_z \), the sensing surface was deformed by the displacements of 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, and 1.4 mm. Fig. 6 b shows the response of the ATI Nano17 force sensor (not the raw data of the sensor) to the indentations of the different depths and the linear fit (red line). The maximum displacement and the stiffness of the sensor \( k = 1/C_z \) (in this case-study \( k \approx 2 \text{ N/m} \)) define the Penetration depth and Stiffness parameters in Algorithm 1, respectively.

IV. TACTILE SERVOING FOR EDGE ORIENTATION CONTROL IN A SIMULATION

So far, we developed a method to construct a tactile sensing array in a simulation. If there is a contact between this array and an edge of an object, there are multiple tactels in contact with it. Since the tactels are arranged in raw-column wise, we can extract contact features by applying computer vision techniques to the tactile images generated with the simulated sensor. In most cases, there are two types of contact that occur during physical interaction tasks: point-
and edge-contact type. The geometry of these contacts, i.e. contact features, can be used to steer the movements of the sensorized robot link with respect to the object in contact with it. We will show how a tactile servoing algorithm can be used for steering a contact and aligning with an edge. But it could be extended to more complex tactile servoing tasks, e.g. [10].

When the sensor is in contact with an edge of an object, it is possible to compute the orientation of this edge with respect to the sensor from \( I_{sim} \). Fig. 7 represents a general control architecture of a tactile servoing scheme with a position controlled robot. \( I_{sim} \) is obtained by Algorithm 1. The orientation of the edge is given by the principal component with the largest eigen vector, obtained from the Principle Component Analysis technique. In fact, this principle component \( U_1 \) represents the direction in which the contact points are spread the most, and its orientation:

\[
\alpha_x = \tan^{-1}(U_1^T e_x),
\]

where \( e_x \) is one of the basis component vectors of the sensor coordinate frame. By comparing this actual and desired orientations, the controller gets the error \( \Delta \alpha \) of the robot end-effector pose, that is consequently fed into a Cartesian position controller of the robot.
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The PID gains are set so that there is a proportional gain only, which results in a convergence time of 5 seconds. The gains, however, can be tuned to have a much faster response than 5 sec. The convergence of the tactile image from a current to the desired state indicates that the sensor model works for the contact forces that change with time. It also verifies the efficacy of the simulation of the tactile servoing. In this experiment, we considered 1 dof only.

C. Edge servoing with robot hand in the Cartesian space

As the physical interactions occur in the 6D Cartesian space, it is desirable to obtain tactile images from the links that move in this space. Fig. 12 a shows a robot arm with a hand interacting with the cylindrical object. It is then possible to obtain the current (Fig. 12 b, red color) orientation of the edge and the desired (green color) orientation in the Cartesian space. Such a simulation model can be used in the development of algorithms for human-robot co-manipulation tasks as shown in Fig. 12 c, in which a robot hand adapting its position and orientation to grasp an object given by a human subject.

VI. CONCLUSION

In our previous works, e.g. in-hand shape recognition [12], we faced with advantages of simulation environments and with limitations of them in regards to precise controlling of contact geometry, e.g. [10]. The key point for the limitations was the lack of a simulation model of tactile sensing arrays.

In this work, we developed a method for simulation of a tactile sensing array. In this method, we applied PSF with the convolution of a 2D Gaussian with parameters obtained empirically with contact forces provided by a physical engine. The difference between real and simulated images was about 5%. The second contribution of this work was the simulation of the tactile servoing controller using DigiTacts PPS and WTS0614 WeissRobotics sensors. Future work includes advancing the framework for using a simulated model with a physical engine that can computes surface deformations.
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