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Abstract. Size-resolved long-term measurements of atmospheric aerosol and cloud condensation nuclei (CCN) concentrations and hygroscopicity were conducted at the remote Amazon Tall Tower Observatory (ATTO) in the central Amazon Basin over a 1-year period and full seasonal cycle (March 2014–February 2015). The measurements provide a climatology of CCN properties characteristic of a remote central Amazonian rain forest site.

The CCN measurements were continuously cycled through 10 levels of supersaturation (S = 0.11 to 1.10 %) and span the aerosol particle size range from 20 to 245 nm. The mean critical diameters of CCN activation range from 43 nm at S = 1.10 % to 172 nm at S = 0.11 %. The particle hygroscopicity exhibits a pronounced size dependence with lower values for the Aitken mode (κ_{Ait} = 0.14 ± 0.03), higher values for the accumulation mode (κ_{Acc} = 0.22 ± 0.05), and an overall mean value of κ_{mean} = 0.17 ± 0.06, consistent with high fractions of organic aerosol.

The hygroscopicity parameter, κ, exhibits remarkably little temporal variability: no pronounced diurnal cycles, only weak seasonal trends, and few short-term variations during long-range transport events. In contrast, the CCN number concentrations exhibit a pronounced seasonal cycle, tracking the pollution-related seasonality in total aerosol concentra-
tion. We find that the variability in the CCN concentrations in the central Amazon is mostly driven by aerosol particle number concentration and size distribution, while variations in aerosol hygroscopicity and chemical composition matter only during a few episodes.

For modeling purposes, we compare different approaches of predicting CCN number concentration and present a novel parametrization, which allows accurate CCN predictions based on a small set of input data.

1 Introduction

1.1 Atmospheric aerosols and clouds

In our current understanding of the Earth’s climate system and its man-made perturbation, the multiscale and feedback-rich life cycles of clouds represent one of the largest uncertainties (Boucher et al., 2013; Stevens et al., 2016). Accordingly, the adequate and robust representation of cloud properties is an Achilles’ heel in climate modeling efforts (Bony et al., 2015). Atmospheric aerosols are a key ingredient in the life cycle of clouds (known as aerosol indirect effect) as they affect their formation, development, and properties by acting as cloud condensation nuclei (CCN) and ice nuclei (IN) (Lohmann and Feichter, 2005; Rosenfeld et al., 2008). Aerosol particles can originate from various natural and anthropogenic sources and span wide ranges of concentration, particle size, composition, as well as chemical and physical properties (Pöschl, 2005). Their activation into cloud droplets depends on their size, composition, and mixing state as well as the water vapor supersaturation (e.g., Köhler, 1936; Dusek et al., 2006; McFiggans et al., 2006; Andreae and Rosenfeld, 2008; Su et al., 2010). The microphysical link between clouds and aerosol has been the subject of manifold and long-term research efforts. On one hand, the cycling of CCN as well as their relationship to the aerosol population has been studied in a variety of field experiments worldwide (e.g., Gunthe et al., 2009; Rose et al., 2010; Jurányi et al., 2011; Paramonov et al., 2015). On the other hand, the knowledge obtained from the growing body of field data has been translated into different parametrization strategies that represent the cloud–aerosol microphysical processes in modeling studies (e.g., Nenes and Seinfeld, 2003; Petters and Kreidenweis, 2007; Su et al., 2010; Deng et al., 2013; Mikhailov et al., 2013).

1.2 Amazon rain forest and its hydrological cycle

The Amazon rain forest is a unique and important ecosystem for various reasons such as its high density and diversity of life, its role as major carbon storage, and its large recycling rate of energy and water in the Earth’s hydrological cycle (Brienen et al., 2015; Gloo et al., 2015; Olivares et al., 2015; Yáñez-Serrano et al., 2015). In times of global change, the man-made disturbance and pressure on this ecosystem have strongly increased and have started a transition of the Amazon into an uncharted future (Davidson et al., 2012; Lawrence and Vandecar, 2015). In the context of atmospheric composition, the Amazon is unique since it represents one of the last terrestrial locations worldwide that allows – at least for part of the year – to investigate an relatively undisturbed state of the atmosphere in the absence of major anthropogenic pollution (Roberts et al., 2001; Andreae, 2007; Andreae et al., 2012; Hamilton et al., 2014).

Overall, the troposphere over the Amazon is defined by the alternation of a relatively clean wet season and a polluted dry season, as outlined in more detail in previous studies (e.g., Martin et al., 2010b; Andreae et al., 2012, 2015; Mishra et al., 2015). In this paper, we use the following classification of the Amazonian seasons1: (i) the wet season typically spans February to May and shows the cleanest atmospheric state, (ii) the transition period from wet to dry season typically spans June and July, (iii) the dry season months August to November show the highest pollution levels, and (iv) the transition period from dry to wet season spans December and January (Andreae et al., 2015; Moran-Zuloaga et al., 2017).

A lively discussed aspect of the Amazonian hydrological cycle is the potential impact of changing aerosol regimes, which oscillate between polluted and pristine extremes, on the development of clouds and precipitation (e.g., Roberts et al., 2003; Andreae et al., 2004; Rosenfeld et al., 2008). A variety of pollution-induced changes in cloud properties, such as increased cloud drop concentrations with a corresponding decrease of their average size, intense competition for water vapor, and thus a deceleration of drop growth rates, suppression of supersaturation, reduced coalescence of smaller droplets, increased cloud depths as well as an invigoration of cloud dynamics and rain, are well documented (e.g., Koren et al., 2004, 2012; Freud et al., 2008).

Overall, the aforementioned observations indicate that increasing aerosol concentrations can have substantial impacts on spatial and temporal rainfall patterns in the Amazon (e.g., Martins et al., 2009a; Reutter et al., 2009). In view of the globally increasing pollution levels and the ongoing deforestation in the Amazon, pollution-triggered perturbations of the hydrological cycle are discussed as potential major threats to the Amazonian ecosystem, its forest structure, stability, and integrity (e.g., Coe et al., 2013; Junk, 2013).

1The Amazonian seasons are mostly defined meteorologically with respect to precipitation data (Fu et al., 2001; Fernandes et al., 2015). Note that in this study we use a slightly different definition of the seasons in the central Amazon based on meteorological and aerosol data to emphasize the seasonality in aerosol sources and prevalence. For example, the “meteorological wet season” typically has its core period in February (maximum in precipitation), whereas the “pollution-defined wet season” has its core period in April/May (e.g., minimum in carbon monoxide (CO) and black carbon (BC) concentrations) (Andreae et al., 2015).
1.3 Previous CCN measurements in the Amazon

Ground-based and airborne CCN measurements have been conducted in a number of field campaigns in the Amazon Basin as outlined below in chronological order, constituting the baseline and context for the present study.

1998: Roberts and coworkers (Roberts et al., 2001; Roberts et al., 2002) conducted the first CCN measurements in the Amazon in the context of the LBA/CLAIRE-98 campaign (ground-based, Balbina site, March and April 1998) and pointed out that under clean conditions the CCN concentration $N_{CCN}(S)$ (at a certain supersaturation $S$) in the “green ocean” Amazon is surprisingly similar to conditions in the maritime “blue ocean” atmosphere. Regarding the low natural $N_{CCN}(S)$, which is dominated by mostly organic particles, they further suggested that cloud and precipitation properties may react sensitively to pollution-induced increases of the total aerosol load.

1999: In the context of the LBA-EUSTACH campaign in 1999, ground-based CCN measurements at three different sites in the Amazon Basin were conducted (Andreae et al., 2002; Roberts et al., 2003). This was the first study on CCN properties and cloud dynamics under the influence of strong biomass burning emissions in the Amazon.

2001: In the follow-up study LBA/CLAIRE-2001 in July 2001, ground-based (Balbina site) and airborne measurements (around Manaus) were conducted. For the ground-based study, Rissler et al. (2004) combined a hygroscopicity tandem differential mobility analyzer (HTDMA) with CCN measurements, focusing on the CCN-relevant water-soluble fraction in the particles, and provided a CCN closure and parametrization for model approaches. In addition, an airborne analysis of the aerosol and CCN properties was conducted, focusing on the contrast between the Amazonian background air and the Manaus plume (Kuhn et al., 2010).

2002: Subsequently, in the course of the LBA-SMOCC-2002 campaign in southern Brazil during major biomass burning episodes (Rondônia state, September and October 2002), ground-based and airborne CCN measurements were performed (Vestin et al., 2007; Martins et al., 2009b). A major finding of this study was that the CCN efficiency of natural biogenic and man-made pyrogenic (cloud-processed) aerosols is surprisingly similar (Andreae et al., 2004). Furthermore, $N_{CCN}(0.5 \%)$ was found as a valuable predictor for the required cloud depth of warm rain formation, which is an important property for cloud dynamics (Freud et al., 2008).

2008: During the AMAZE-08 campaign (ground-based, ZF2 site, February and March 2008), the first size-resolved CCN measurements in the Amazon were conducted (Gunthe et al., 2009; Martin et al., 2010a). These studies report that aerosol particles in the Aitken and accumulation modes, which represent the CCN-relevant size range, predominantly contain organic constituents and thus have comparably low hygroscopicity levels. The observed hygroscopicity parameter $\kappa$ ranges between 0.1 and 0.2, which corresponds to the typical hygroscopicity of secondary organic aerosol (SOA) (Andreae and Rosenfeld, 2008).

2010/11: During several short observational periods, Almeida et al. (2014) measured total CCN concentrations around the city of Fortaleza in northeast Brazil. The selected measurement locations receive wind from changing directions. Accordingly, the response of the CCN population to marine, urban, and rural air masses was investigated.

2013: Recently, Whitehead et al. (2016) reported results from further short-term, size-resolved CCN and HTDMA measurements that were conducted north of Manaus (ground-based, ZF2 site, July 2013) as part of the Brazil–UK network for investigation of Amazonian atmospheric composition and impacts on climate (BUNIAACIC) project. The results of this study agree well with Gunthe et al. (2009).

2014/15: As part of the international field campaign observation and modeling of the green ocean Amazon (GoAmazon2014/5), size-resolved CCN measurements were conducted at three sites in and around Manaus: the Amazon Tall Tower Observatory (ATTO) site (T0a, pristine rain forest), which is discussed in the present study, the T2 site (in Manaus, urban environment), and the T3 site (rural site in the Manaus plume) (Martin et al., 2016; Thalman et al., 2017). All three size-resolved CCN measurements in the context of GoAmazon2014/5 took place in close collaboration. Moreover, CCN measurements were conducted onboard the G-1 aircraft during the GoAmazon2014/5 intensive observation periods IOP1 and IOP2 (Martin et al., 2016).

2014: Furthermore, as part of the German–Brazilian ACRIDICON (Wendisch et al., 2016) and CHUVA (Machado et al., 2014) projects, airborne CCN measurements were made over the entire Amazon Basin (September 2014). The results of this study are currently being analyzed for an upcoming publication and represent an ideal complement to the long-term data of the present study.

In addition to the aforementioned CCN measurements, some further studies relied on HTDMA measurements to probe the aerosol hygroscopicity and particle growth factors below 100 % relative humidity (RH), which can be used...
to extrapolate the CCN activity in supersaturation regimes (Zhou et al., 2002; Rissler et al., 2006).

1.4 Aims and scope of this study

All of the previously published CCN measurements in the Amazon have been conducted over relatively short time periods of up to several weeks. In addition, size-resolved CCN measurements are still sparse in the Amazon region. In this study, we present the first continuous, long-term, and size-resolved CCN data set from the Amazon Basin, which spans a full seasonal cycle and therefore represents the CCN properties during contrasting seasonal conditions.

The focus of this study is on presenting major trends and characteristics of the CCN population in the Amazon Basin. Thus, our study contributes to a global inventory of CCN properties, representing this unique and climatically important ecosystem. We extract key CCN properties and parameters that help to include CCN predictions in the Amazon region into future modeling studies. Based on our data set, different parametrization strategies for CCN prediction are compared and discussed. Moreover, we present a novel and generalized CCN parametrization, which allows efficient modeling of CCN concentrations based on a minimal set of basic aerosol properties.

This paper represents part 1 of a comprehensive analysis of the CCN cycling in the central Amazon. It covers the overall trends and presents annually averaged CCN parameters as well as characteristic differences in the CCN population between the Amazonian seasons. A companion paper (Part 2) provides in-depth analyses of particularly interesting events through short-term case studies and aims for a more emission- and process-related understanding of the CCN variability (M. L. Pöhlker et al., 2017a).

2 Methods

2.1 Measurement site and period

The measurements reported in this study were conducted at the ATTO site (02°08.602′S, 59°00.033′W; 130 m a.s.l.), which is located in an untouched rain forest area in the central Amazon, about 150 km northeast of the city of Manaus, Brazil. An overview of the atmospheric, geographic, and ecological conditions at the ATTO site has been published recently by Andreae et al. (2015), where a detailed description of the aerosol setup for the long-term measurements can be found. The instrumentation for CCN measurements is part of a broad aerosol measurement setup, which also covers aerosol size and concentration, absorptivity, scattering, fluorescence, as well as chemical composition (Andreae et al., 2015). The aerosol inlet is located at a height of 60 m, which is about 30 m above the forest canopy. The sample air is dried by silica gel diffusion dryers at the main inlet, which keeps the RH below 40%. For the CCN setup, a second diffusion dryer decreases the RH even further to < 20%, which ensures reliable hygroscopicity measurements.

The CCN measurements are ongoing since the end of March 2014. This study covers the measurement period from the end of March 2014 to February 2015, representing almost a full seasonal cycle. Also, the measurement period overlaps with the international large-scale field campaign GoAmazon2014/5 that was conducted in and around the city of Manaus from 1 January 2014 through 31 December 2015. During GoAmazon2014/5, comprehensive CCN measurements were conducted at different sites (see Sect. 1.3) (Martin et al., 2016). The ATTO site served as a clean background (T0a) site during GoAmazon2014/5. Furthermore, the measurement period of this study encompasses the German–Brazilian ACRIDICON-CHUV A field measurement campaign in September 2014 (Machado et al., 2014; Wendisch et al., 2016), where (non-size-resolved) CCN measurements at multiple supersaturation levels were performed onboard the high-altitude and long-range research aircraft (HALO) flying over the Amazon Basin.

2.2 Size-resolved CCN measurements

The number concentration of CCN was measured with a continuous-flow streamwise thermal gradient CCN counter (CCNC, model CCN-100, DMT, Boulder, CO, USA) (Roberts and Nenes, 2005; Rose et al., 2008b). The inlet flow rate of the CCNC was 0.5 L min$^{-1}$ with a sheath-to-aerosol flow ratio of 11. The water pump was operated at a rate of 4 mL h$^{-1}$ corresponding to the CCNC setting of “low” liquid flow. The supersaturation ($S$) of the CCNC was cycled through 10 different $S$ values between 0.11 and 1.10 % (see Table 1), which are defined by controlled temperature gradients inside the CCNC column. Particles with a critical supersaturation ($S_c$) ≤ $S$ in the column are activated and form water droplets. Droplets with diameters ≥ 1 µm are detected by an optical particle counter (OPC) at the exit of the column.

Size-resolved CCN activation curves (for nomenclature, see Sect. 2.3) were measured based on the concept of Frank et al. (2006), following the procedures in Rose et al. (2008a) and Krüger et al. (2014) by combining the CCNC with a differential mobility analyzer (DMA, model M, Grimm Aerosol Technik, Ainring, Germany). The DMA was operated with a sheath-to-aerosol flow ratio of 5. The DMA selects particles with a certain diameter ($D$) in the size range of 20 to 245 nm (sequence of $D$ value has been optimized for every $S$), which are then passed into the two instruments: (i) the CCNC system and (ii) a condensation particle counter (CPC, model 5412, Grimm Aerosol Technik), which measures the number concentration of aerosol particles with selected $D(N_{CCN}(D))$, while the CCNC measures the number concentration of CCN with selected $D$ for the given $S(N_{CCN}(S,D))$. The cycle through a full CCN activation curve ($N_{CCN}(S,D)/N_{CCN}(D)$) for one $S$ level took ~ 28 min, including ~ 40 s equilibration time for every new $D$, and ~ 2 min equilibration time...
for every new \( S \) level. The completion of a full measurement cycle comprising CCN activation curves for 12–13 \( D \) values (number of \( D \) depends on \( S \)) and 10 different \( S \) levels took \( \sim 4.5 \) h. The entire CCN system (including the CCNC, DMA, and CPC) was controlled by a dedicated LabVIEW (National Instruments, Munich, Germany) routine.

The \( S \) levels of the CCNC system were calibrated periodically (March, May, and September 2014) using ammonium sulfate (\( \text{NH}_4\)\text{SO}_4, Sigma Aldrich, St. Louis, MO, USA) particles generated in an aerosol nebulizer (TSI Inc., Shoreview, MN, USA). The calibration procedure was conducted according to Rose et al. (2008b). All three calibrations gave consistent results and thus confirmed that the \( S \) cycling in the CCNC was very stable and reliable throughout the entire measurement period.

All concentration data presented here are given for ambient conditions. During the entire measurement period, no significant fluctuations in temperature (\( \sim 28^\circ\text{C} \)) and pressure (\( \sim 100\text{kPa} \)) were observed in the air-conditioned laboratory container.

### 2.3 Data analysis, error analysis, and nomenclature of CCN key parameters

The theoretical background and related CCN analysis procedures are comprehensively described elsewhere (Petters and Kreidenweis, 2007; Rose et al., 2008a). For the present study, the following corrections were applied to the data set. (i) The CCN activation curves were corrected for systematic deviations in the counting efficiency of the CCNC and CPC according to Rose et al. (2010). (ii) Usually, the double-charge correction of the CCN activation curve is conducted according to Frank et al. (2006). For this study, we developed the following alternative approach, which reconstructs the CCN efficiency curves based on data from an independent scanning mobility particle sizer (SMPS, TSI model 3080 with CPC 3772 operating with standard TSI software) at the ATTO site. The activation curve for every \( D \) can be described by the following equation:

\[
\sum_i \frac{N_{\text{CCN}}(S,D_i)}{N_{\text{CN}}(D_i)} = \frac{\sum_i f(D_i) \cdot s(D_i) \cdot a(S,D_i)}{\sum_i f(D_i) \cdot s(D_i)}. \tag{1}
\]

The index \( i \) represents the charge of the particles (typically \( 1 \leq i \leq 4 \)). The left side of the equation is the measured (non-corrected) ratio of CCN to condensation nuclei (CN) for one selected \( D \) and \( S \). The parameter \( s(D_i) \) is the multi-charge-corrected particle number size distribution inverted from the SMPS measurements at \( D_i \) with its different charge states. The parameter \( f(D_i) \) is the corresponding fraction of particles with the charge \( i \). The function \( a(S,D_i) \) accounts for the activated fraction of \( s(D_i) \) at a given supersaturation \( S \). We describe \( a(S,D_i) \) as a cumulative Gaussian function. Using a nonlinear least-squares fit method (Levenberg–Marquardt) together with the knowledge of \( s(D_i) \) and \( f(D_i) \), the parameters of the function \( a(S,D_i) \) can be optimized to get an optimal fit of the measured CCN activation curve for a given \( S \). The function \( a(S,D) \) is the cumulative Gaussian function after the fit, which describes the multi-charge-corrected CCN activation curve and has been used as a basis for the further analysis. Because the information on multiple charged particles also contributes to the fit results, this approach is superior to previously used methods, where this information is neglected. Based on \( a(S,D) \), the critical diameter \( (D_{\text{cr}}(S), where 50% of the particles are activated) is used to retrieve the effective hygroscopicity parameter \( (\kappa(S,D_{\text{cr}})) \) according to the \( \kappa \)-Köhler model (Petters and Kreidenweis, 2007). A detailed description of the calculation can be found in Petters and Kreidenweis (2007), Rose et al. (2010), and Mikhailov et al. (2009).
The CCN size distribution \( N_{\text{CCN}}(S,D) \) was calculated by
\[
N_{\text{CCN}}(S,D) = s(D) \cdot a(S,D).
\]
In this equation, \( s(D) \) represents the particle number size distribution of the SMPS at \( D \) (10 \( \leq \) \( D \) \( \leq \) 450 nm).

The CCN efficiencies \( N_{\text{CCN}}(S) / N_{\text{CCN},10} \) for nomenclature, see end of Sect. 2.3) have been calculated based on the integral concentration of CN with lower size cutoff \( D_{\text{cut}} = 10 \text{ nm} \) \((N_{\text{CCN},10})^2\) and CCN \( (N_{\text{CCN}}(S)) \) as
\[
\frac{N_{\text{CCN}}(S)}{N_{\text{CCN},10}} = \frac{\int_D N_{\text{CCN}}(S,D) \cdot dD}{\int_D s(D) \cdot dD}.
\]
In addition to \( D_a(S) \), the maximum activated fraction (MAF\( (S) \)) can be obtained from \( a(S,D) \). MAF\( (S) \) typically equals unity except for completely hydrophobic particles (i.e., fresh soot). The third parameter that can be derived from \( a(S,D) \) is the width of the CCN activation curve \( \sigma(S) \), which strongly depends on \( D_a(S) \). The ratio between \( \sigma(S) \) and \( D_a(S) \) \((\sigma(S) / D_a(S)) \) is called heterogeneity parameter and can be used as an indicator for the chemical and geometric diversity of the aerosol particles.

The error in \( S \) was calculated based on the uncertainty according to the commonly used calibration procedure (Rose et al., 2008b). Overall, the error \( \Delta S \) of \( S \) equals approximately 10 %; however, in the following analysis, we have used the specific \( \Delta S \) values for every \( S \) (see Table 1). The uncertainty of the selected \( D \) of the DMA \( (\Delta D) \) was obtained as the mean width of the Gaussian fit of polystyrene latex (PSL) beads and equals 5.3 nm. For \( N_{\text{CCN}}(S,D) \) and \( N_{\text{CCN}}(D) \), the standard error of the counting statistic was used. By Gaussian error propagation we determined \( \Delta(N_{\text{CCN}}(S,D) / N_{\text{CCN}}(D)) \) and then repeated the data analysis for the upper and lower bounds \((1 \pm \Delta) \times (N_{\text{CCN}}(D,S)/N_{\text{CCN}}(D)) \). The resulting relative errors of the values \( N_{\text{CCN}}(S), N_{\text{CCN},10} \) and \( N_{\text{CCN}}(S)/N_{\text{CCN},10} \) do not depend on \( S \) and equal 6 %. The errors of \( D_a(S) \) and \( \kappa(S,D_a) \) depend on \( S \) and can be described as
\[
\Delta D_a(S) = D_a(S) \cdot (S \cdot 0.07 + 0.03)
\]
\[
\Delta \kappa(S,D_a) = \kappa(S,D_a) \cdot (S \cdot 0.17 + 0.10).
\]
Throughout this study, we observed a slight systematic deviation of the results for the supersaturation \( S = 0.47 % \). This effect can be seen, for example, in MAF\( (0.47 %) \) values exceeding unity in Fig. 1 and \( N_{\text{CCN}}(0.47 %,D) / N_{\text{CCN}}(D) \) values exceeding unity in Fig. 5. The effect persists even after applying all aforementioned corrections to the data and is most pronounced during the dry season. Yet, since we did not find any evidence of these data being erroneous, we decided to keep them in the study.

---

2Note that \( N_{\text{CCN},10} \) usually corresponds to the total CPC-detectable aerosol particle number concentration for the characteristic size distribution at the ATTO site because the particle population in the nucleation-mode range (i.e., < 10 nm) is negligibly small.

---

The use of certain terms in the context of CCN measurements is not uniform in the literature. For clarity, we summarize the key parameters and terms applied in this study as follows: (i) the value \( N_{\text{CCN}}(S,D) / N_{\text{CCN}}(D) \) is called CCN activated fraction, while (ii) \( N_{\text{CCN}}(S,D) / N_{\text{CCN}}(D) \) plotted against \( D \) is called CCN activation curve; (iii) \( N_{\text{CCN}}(S) \) plotted against \( S \) is called CCN spectrum; (iv) \( N_{\text{CCN}}(S) / N_{\text{CCN},D_{\text{cut}}} \) at a certain \( S \) level is called CCN efficiency; (v) \( N_{\text{CCN}}(S) / N_{\text{CCN},D_{\text{cut}}} \) plotted against \( S \) is called CCN efficiency spectrum.

### 2.4 Aerosol mass spectrometry

In addition to the CCN measurements, aerosol chemical speciation monitor (ACSM, Aerodyne Research Inc., Billerica, MA, USA) measurements are being performed at the ATTO site (Andreae et al., 2015). The ACSM routinely characterizes nonrefractory submicron aerosol species such as organics, nitrate, sulfate, ammonium, and chloride (Ng et al., 2011). Particles are focused by an aerodynamic lens system into a narrow particle beam, which is transmitted through three successive vacuum chambers. In the third chamber, the particle beam is directed into a hot tungsten oven (600 °C) where the particles are flash vaporized, ionized with a 70 eV electron impact ionizer, and detected with a quadrupole mass spectrometer. In this study, a time resolution of 30 min was used. The measurements provide a total mass concentration of the chemical composition of the aerosol particles. Further details about the ACSM can be found in Ng et al. (2011).

### 2.5 Carbon monoxide measurements

Carbon monoxide (CO) measurements are conducted continuously at the ATTO site using a G1302 analyzer (Picarro Inc. Santa Clara, CA, USA). The experimental setup from the point of view of functioning and performance is a duplication of the system described in Winderlich et al. (2010).

### 3 Results and discussion

#### 3.1 Time series of CCN parameters for the entire measurement period

Over the entire measurement period from 25 March 2014 to 5 February 2015 we recorded size-resolved CCN activation curves at 10 different levels of water vapor supersaturation \( S \) with an overall time resolution of approximately 4.5 h. A total of 10 253 CCN activation curves were fitted and analyzed to obtain parameters of CCN activity as detailed above (Sect. 2.3). Table 1 serves as a central reference in the course of this study and summarizes the annual mean values and standard deviations of the following key parameters, resolved by \( S \): \( D_a(S) \), \( \kappa(S,D_a) \), \( \sigma(S) \), \( \sigma(S)/D_a(S) \), MAF\( (S) \), \( N_{\text{CCN}}(S) \), \( N_{\text{CCN},10} \), and \( N_{\text{CCN}}(S)/N_{\text{CCN},10} \). In Fig. 1, some of these CCN key parameters are presented as time se-
Figure 1. Seasonal trends in time series of precipitation rate $P$, total aerosol concentration $N_{\text{CN,10}}$, carbon monoxide mole fraction ($c_{\text{CO}}$), and CCN key parameters for three selected supersaturations $S$ for the entire measurement period (shown in original time resolution). (a) Precipitation rates from tropical rainfall measuring mission (TRMM) $P_{\text{TRMM}}$ and in situ measurements at the ATTO site $P_{\text{ATTO}}$. The $P_{\text{TRMM}}$ seasonal cycles are derived from an area upwind of the ATTO site (59.5° W, 2.4° N, 54.0° W, 3.5° S), covering a long-term period from 1 January 1998 to 30 June 2016 (aqua shading), and the period of the CCN measurements from 1 March 2014 to 28 February 2015 (blue line). (b) Time series of pollution tracers $N_{\text{CN,10}}$ and $c_{\text{CO}}$. (c) CCN concentrations $N_{\text{CCN}}(S)$, (d) hygroscopicity parameter $\kappa(S,D_a)$, (e) CCN efficiencies $N_{\text{CCN}}(S)/N_{\text{CN,10}}$, and (f) maximum activated fraction MAF($S$). Three different types of shading represent (i) the seasonality in the Amazon atmosphere according to Andreae et al. (2015) (wet vs. dry seasons with transition periods, illustrated at the top of the graph), (ii) periods of IOP1 and IOP2 during GoAmazon2014/5, (iii) seasonal periods of interest in context of the present study as defined in Sect. 3.3 (shading in background of time series).

Figure 1a presents precipitation data from satellite and in situ measurements at the ATTO site to illustrate the meteorological seasonality for the measurement period. The precipitation rates in the Amazon Basin can show pronounced
anomalies due to teleconnections with the Atlantic and/or Pacific sea surface temperatures (SSTs) (Fu et al., 2001; Fernandes et al., 2015). The most prominent example here is the El Niño–Southern Oscillation (ENSO) and its various impacts on the Amazonian ecosystem (e.g., Asner et al., 2000; Ronchail et al., 2002). For the measurement period, the Oceanic Niño Index (ONI) ranged between $-0.4$ and $0.6\, ^\circ\mathrm{C}$, confirming that only towards the end of the measurement period a slightly positive anomaly was observed.\(^3\)

In Fig. 1a, satellite data from the tropical rainfall measurement mission (TRMM) are presented for the area around the ATTO site. The TRMM data are provided for an extended time period (January 1998 until June 2016) and, for comparison, for the CCN measurement period (March 2014 until February 2015). This comparison shows that the 2014/15 precipitation rates do not deviate substantially from the 18-year average data, and thus further confirms that the measurement period can be regarded as a typical year with typical seasons and no pronounced hydrological anomalies.

Figure 1b displays the characteristic seasonal cycle in $N_{\text{CN,10}}$ and the CO mole fraction ($c_{\text{CO}}$). Both pollution tracers reach their maxima during the dry season ($N_{\text{CN,10}} = 1400 \pm 710 \, \text{cm}^{-3}$; $c_{\text{CO}} = 144 \pm 45 \, \text{ppb}$), whereas the lowest values are observed during the wet season ($N_{\text{CN,10}} = 285 \pm 131 \, \text{cm}^{-3}$; $c_{\text{CO}} = 117 \pm 12 \, \text{ppb}$) (given as mean $\pm$ 1 standard deviation). An obvious feature of the dry season months is the occurrence of rather short and strong peaks (reaching up to $N_{\text{CN,10}} \sim 5000 \, \text{cm}^{-3}$; $c_{\text{CO}} \sim 400 \, \text{ppb}$) on top of elevated background pollution levels. The pronounced peaks originate from biomass burning plumes, which impact the ATTO site for comparatively short periods (a few hours up to several days). Selected events are discussed in detail in M. L. Pöhlker et al. (2017a). Figure 1c shows that $N_{\text{CCN}}(S)$ follows the same overall trends. A rather close correlation between $N_{\text{CCN}}(S)$ and $N_{\text{CN,10}}$ as well as $N_{\text{CCN}}(S)$ and $c_{\text{CO}}$ can be observed, as pointed out in previous studies (Andreae, 2009; Kuhn et al., 2010). Figure 1d displays the $\kappa(S,D_a)$ time series for three exemplary $S$ levels. It shows that the $\kappa(S,D_a)$ values, which provide indirect information of the particles’ chemical composition, are remarkably stable throughout the year (see also standard deviations of $\kappa(S,D_a)$ in Table 1). This illustrates that the dry season maximum in $N_{\text{CCN}}(S)$ is mainly related to the overall increase in $N_{\text{CN,10}}$ and not to substantial variations in aerosol composition and therefore $\kappa(S,D_a)$. The levels of the three $\kappa(S,D_a)$ time series, with their corresponding $D_a(S)$, provide a first indication that $\kappa(S,D_a)$ shows a clear size dependence, as further discussed in Sect. 3.2. The pronounced (but rather rare) “spikes” in $\kappa(S,D_a)$ (i.e., in April and August) as well as various other specific events in this time series are analyzed in detail in the companion Part 2 paper (M. L. Pöhlker et al., 2017a). Figure 1e gives an overview of the CCN efficiencies $N_{\text{CCN}}(S)/N_{\text{CN,10}}$ (for three $S$ levels) and its seasonal trends. This representation shows continuously high fractions of cloud-active particles for higher $S$ (e.g., $N_{\text{CCN}}(1.10 \%) /N_{\text{CN,10}} > 0.9$) throughout the entire measurement period with almost no seasonality. For intermediate $S$, such as 0.47%, the values of $N_{\text{CCN}}(0.47 \%) /N_{\text{CN,10}}$ range from 0.6 to 0.9 and reveal a noticeable seasonal cycle, with the highest levels during the dry season. Furthermore, $N_{\text{CCN}}(0.11 \%) /N_{\text{CN,10}}$ is mostly below 0.4, with clear seasonal trends. These observations can be explained by the characteristic aerosol size distribution at the ATTO site (Andreae et al., 2015), which (i) is dominated by particles in the Aitken (annually averaged peak $D_{\text{Ait}} \sim 70 \, \text{nm}$) and accumulation modes (annually averaged peak $D_{\text{Acc}}$ at $\sim 150 \, \text{nm}$), (ii) shows a sparse occurrence of nucleation-mode particles ($<30 \, \text{nm}$), and (iii) reveals a clear seasonality in the relative abundance of Aitken and accumulation modes (see Sect. 3.3 and Fig. 6). Thus, the higher dry season abundance of accumulation-mode particles, which are more prone to act as CCN, results in higher $N_{\text{CCN}}(S)/N_{\text{CN,10}}$ levels, particularly at lower $S$.

Analogous $N_{\text{CCN}}(S)/N_{\text{CN}}$ results from other continental background sites have been published previously: for example, Levin et al. (2012) reported $N_{\text{CCN}}(0.97 \%) /N_{\text{CN}} = 0.4–0.7$, $N_{\text{CCN}}(0.56 \%) /N_{\text{CN}} = 0.25–0.5$, and $N_{\text{CCN}}(0.14 \%) /N_{\text{CN}} < 0.15$ for a semi-arid Rocky Mountain site. Jurányi et al. (2011) reported $N_{\text{CCN}}(1.18 \%) /N_{\text{CN,16}} = 0.6–0.9$, $N_{\text{CCN}}(0.47 \%) /N_{\text{CN,16}} = 0.2–0.6$, and $N_{\text{CCN}}(0.12 \%) /N_{\text{CN,16}} < 0.25$ for the high alpine Jungfraujoch site. At both locations, the CCN efficiencies tend to be lower than the corresponding results at the ATTO site, which can be explained by the frequent occurrence of new particle formation (NPF) and the related abundance of ultrafine particles (with sizes well below $D_a(S)$) at these sites (Boulon et al., 2010; Ortega et al., 2014). The activated fractions at the Rocky Mountain and Jungfraujoch sites have a stronger seasonality than those at ATTO, probably inversely related to the seasonal cycle in NPF. Overall, we state that the activated fractions in the central Amazon, due the absence of significant ultrafine particle ($<30 \, \text{nm}$) populations, tend to be constantly higher than in other continental background locations (Paramonov et al., 2015). The absence of “classical” NPF (Kulmala et al., 2004) and the corresponding lack of ultrafine particles is a unique property of the Amazon atmosphere resulting in the uniquely high CCN efficiencies. A systematic study on the abundance, properties, and seasonality of the sparse nucleation-mode bursts in the central Amazon is the subject of an upcoming study.

The arithmetic mean hygroscopicity parameter at the ATTO site for all sizes ($43 \text{ nm} < D_a < 172 \text{ nm}$) and for the entire measurement period is $\kappa_{\text{mean}} = 0.17 \pm 0.06$. For comparison, Gunthe et al. (2009) reported $\kappa_{\text{mean}} = 0.16 \pm 0.06$ (for the early wet season 2008). The observed standard deviation is rather small, which reflects the low variability of $\kappa_{\text{mean}}$ throughout the year (see Fig. 1b).

No perceptible diurnal trend in $\kappa_{\text{mean}}$ is present in the annually averaged data. This is because the ATTO site is not (strongly) influenced by aerosol compositional changes that follow pronounced diurnal cycles (i.e., input of anthropogenic emissions). A consequence of this finding is that the overall hygroscopicity of the aerosol at the ATTO site (as a representative measurement station of the central Amazon) is well represented in model studies by using $\kappa_{\text{mean}} = 0.17 \pm 0.06$ (see also Sect. 3.5.4). Previous long-term CCN observations from alpine, semi-arid, and boreal background sites have similarly shown that diurnal cycles in $\kappa(S,D_a)$ (or the related $D_a(S)$) tend to be rather small or even

![Figure 2. CCN activation curves for all measured S levels ($S = 0.11–1.10 \%$), averaged over the entire measurement period. Data points represent arithmetic mean values. For $N_{\text{CCN}}(S,D)/N_{\text{CCN}}(D)$, the standard error is plotted, which is very small (due to the large number of scans with comparatively small variability) and therefore not perceptible in this representation. For the diameter, $D$, the error bars represent the experimental error as specified in Sect. 2.3. The grey vertical band represents the position of the Hoppel minimum (including error range) for the annual mean number size distribution (compare to Fig. 3). Dashed lines provide visual orientation and indicate 0, 50, and 100% activation. The value at 50% activation is used for calculation of the hygroscopicity parameter $\kappa(S,D_a)$. The lines connecting the data points merely serve as visual orientation.](image-url)

<table>
<thead>
<tr>
<th>$S$</th>
<th>$N_{\text{CCN}}(D)$/$N_{\text{CCN}}(D)$</th>
<th>Diameter [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.11 \pm 0.01%$</td>
<td>0.15</td>
<td>50</td>
</tr>
<tr>
<td>$0.15 \pm 0.02%$</td>
<td>0.20</td>
<td>100</td>
</tr>
<tr>
<td>$0.20 \pm 0.03%$</td>
<td>0.25</td>
<td>500</td>
</tr>
<tr>
<td>$0.29 \pm 0.03%$</td>
<td>0.47</td>
<td>150</td>
</tr>
<tr>
<td>$0.61 \pm 0.06%$</td>
<td>0.74</td>
<td>100</td>
</tr>
<tr>
<td>$0.92 \pm 0.06%$</td>
<td>1.10</td>
<td>200</td>
</tr>
</tbody>
</table>

3.2 Annual means of CCN activation curves and hygroscopicity parameter

Figure 2 displays the annual mean CCN activation curves for all $S$ levels. Thus, it represents an overall characterization of the particle activation behavior, which means that for decreasing $S$ levels the activation diameter, $D_a(S)$, increases. In other words, every $S$ corresponds to a certain (and to some extent typical) $D_a(S)$ range, where particles start to become activated (see Table 1). As an example, relatively high $S$ conditions (0.47–1.10 %) yield substantial activation already in the Aitken-mode range, while low $S$ levels (0.11–0.29 %) correspond to activation of larger particles, mostly in the accumulation mode. Note that $S$ levels in convective clouds rarely exceed 1.0 %, but that in the presence of precipitation higher $S$ values are possible (Cotton and Anthes, 1989). The step from the activation curves at $S = 0.47 \%$ to $S = 0.29 \%$ relates to the position of the characteristic Hoppel minimum (at 97 nm for the annual mean size distribution; see Table 2) between Aitken and accumulation mode in the bimodal size distribution. Thus, the step to $S = 0.47 \%$ represents the onset of significant activation in the Aitken-mode size range.

A different representation of these observations is displayed in Fig. 3, which shows the bimodally fitted (bimodal logarithmic normal distribution, $R^2 = 0.99$) annual mean $N_{\text{CCN}}(D)$ size distribution. In this annual average representation, the Aitken-mode maximum is located at $D_{\text{Ait}} = 69 \pm 1 \text{ nm}$, the accumulation-mode maximum at $D_{\text{Acc}} = 149 \pm 2 \text{ nm}$, and both are separated by the Hoppel minimum (compare to Table 2) (Hoppel et al., 1996). Furthermore, Fig. 3 clearly shows that different $\kappa(S,D_a)$ values are retrieved for the Aitken ($\kappa_{\text{Ait}} = 0.14 \pm 0.03$) vs. the accumulation-mode size range ($\kappa_{\text{Acc}} = 0.22 \pm 0.03$). This indicates that Aitken- and accumulation-mode particles have different hygroscopicities and thus different chemical compositions. In this case, Aitken-mode particles tend to be more predominantly organic (close to $\kappa = 0.1$) than the accumulation-mode particles, which tend to contain more inorganic species (i.e., ammonium, sulfates, potassium) (Prenni et al., 2007; Gunthe et al., 2009; Wex et al., 2009; C. Pöhlker et al., 2012). The enhanced hygroscopicity in the accumulation mode is a well-documented observation for various locations worldwide, which is thought to result from the cloud processing history of this aerosol size fraction (e.g., Paramonov et al., 2013, 2015). For the Amazon Basin, our observed size dependence of $\kappa(S,D_a)$ agrees well with the values reported by Gunthe et al. (2009) and Whitehead et al. (2016).
Table 2. Properties (position $x_0$, integral number concentration $N_{CN}$, width $\sigma$) of Aitken and accumulation modes from the double log-normal fit (compare to $R^2$) of the total particle size distributions. Values are given as annual means and subdivided into seasonal periods of interest as specified in Sect. 3.3 (compare also to Fig. 6). In addition, values for the position of the Hoppel minimum $D_H$ as well as estimated average peak supersaturation in cloud $S_{cloud}(D_H,\kappa)$ are listed. The errors represent the uncertainty of the fit parameters. The error in $S_{cloud}(D_H,\kappa)$ is the experimentally derived error in $S$.

<table>
<thead>
<tr>
<th>Season</th>
<th>Mode</th>
<th>$N_{CN}$ (cm$^{-3}$)</th>
<th>$\kappa$</th>
<th>$x_0$ (nm)</th>
<th>$\sigma$</th>
<th>$R^2$</th>
<th>$D_H$ (nm)</th>
<th>$S_{cloud}(D_H,\kappa)$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year</td>
<td>Accumulation</td>
<td>397 ± 31</td>
<td>0.13 ± 0.03</td>
<td>69 ± 1</td>
<td>0.44 ± 0.02</td>
<td>0.99</td>
<td>97 ± 2</td>
<td>0.29 ± 0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>906 ± 29</td>
<td>0.22 ± 0.05</td>
<td>149 ± 2</td>
<td>0.57 ± 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LRT</td>
<td>Aitken</td>
<td>231 ± 8</td>
<td>0.14 ± 0.04</td>
<td>67 ± 1</td>
<td>0.63 ± 0.01</td>
<td>0.99</td>
<td>109 ± 2</td>
<td>0.23 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>Accumulation</td>
<td>232 ± 10</td>
<td>0.28 ± 0.08</td>
<td>172 ± 1</td>
<td>0.51 ± 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wet</td>
<td>Aitken</td>
<td>246 ± 9</td>
<td>0.13 ± 0.02</td>
<td>70 ± 1</td>
<td>0.53 ± 0.01</td>
<td>0.99</td>
<td>112 ± 2</td>
<td>0.22 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>Accumulation</td>
<td>145 ± 8</td>
<td>0.21 ± 0.05</td>
<td>170 ± 2</td>
<td>0.42 ± 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transition</td>
<td>Aitken</td>
<td>405 ± 24</td>
<td>0.14 ± 0.02</td>
<td>65 ± 1</td>
<td>0.42 ± 0.01</td>
<td>0.99</td>
<td>92 ± 2</td>
<td>0.34 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>Accumulation</td>
<td>668 ± 24</td>
<td>0.24 ± 0.04</td>
<td>135 ± 1</td>
<td>0.53 ± 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dry</td>
<td>Aitken</td>
<td>483 ± 49</td>
<td>0.13 ± 0.03</td>
<td>71 ± 2</td>
<td>0.42 ± 0.03</td>
<td>0.99</td>
<td>97 ± 2</td>
<td>0.29 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>Accumulation</td>
<td>1349 ± 47</td>
<td>0.21 ± 0.04</td>
<td>150 ± 2</td>
<td>0.58 ± 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3. Size dependence of the hygroscopicity parameter $\kappa(S,D_a)$ averaged over the entire measurement period. Values of $\kappa(S,D_a)$ for every $S$ level are plotted against their corresponding midpoint activation diameter $D_a(S)$ (left axis). For $\kappa(S,D_a)$, the error bars represent 1 standard deviation. For $D_a(S)$, the experimentally derived error is shown. In addition, the average number size distribution for the entire measurement period is shown (right axis). Dashed green lines represent the average Aitken and accumulation modes. The standard error of the number size distribution is indicated as grey shading, which is very small and therefore hardly perceptible in this representation due to the large number of scans with comparatively small variability. Distinctly different $\kappa(S,D_a)$ levels can be observed for the Aitken and accumulation modes with lower variability in the Aitken than in the accumulation mode.

absent (Jurányi et al., 2011; Levin et al., 2012; Paramonov et al., 2013).

Figure 4 combines the annually averaged size distributions of $N_{CN}(D)$ as well as $N_{CCN}(S,D)$ for all $S$ levels. These curves result from multiplying the $N_{CN}(D)$ size distribution with the CCN activation curves in Fig. 2 and clearly visualize the inverse relationship of $D_a(S)$ and $S$. Following the previous discussion of Fig. 2, $S$ ranging between 0.11 and 0.29 % mostly activates accumulation-mode particles, while $S$ ranging between 0.47 and 1.10 % activates the accumulation mode plus a substantial fraction of Aitken-mode particles. For the highest supersaturation ($S=1.10\%$) that was used in this study, almost the entire $N_{CN}(D)$ size distribution is being activated into CCN, which (regarding the very
sparse occurrence of particles < 30 nm) explains the high $N_{\text{CCN}}(1.10 \%) / N_{\text{CN,10}}$ levels in Fig. 1d.

3.3 Seasonal differences in CCN properties at the ATTO site

Within the seasonal periods in the central Amazon as defined in Sect. 1.2, we have subdivided the annual data set into the following four periods of interest, which represent the contrasting aerosol conditions and/or sources. (a) The first half of the wet seasons 2014 and 2015 received substantial amounts of long-range transport (LRT) aerosol: mostly African dust, biomass smoke, and fossil fuel emissions (Ansmann et al., 2009; Salvador et al., 2016). Here, the corresponding period of interest will be called LRT season and covers 24 March to 13 April 2014 and 9 January to 10 February 2015. (b) In the late wet season 2014, all pollution indicators approached background conditions. Thus, the period from 13 April to 31 May 2014 will be treated as the clean wet season in this study. (c) The months June to July represent the transition period from wet to dry season and will be called “transition wet to dry”. (d) The period of interest that covers the dry season with frequent intrusion of biomass burning smoke ranges from August to December 2014.

Figure 5 shows the CCN activation curves for all S levels, subdivided into the four seasonal periods of interest. Although the plots for the individual seasons appear to differ only subtly, e.g., in $D_a(S)$ position and curve width, there is one major difference: the variable shape of the activation curve for the smallest $S = 0.11 \%$. Particularly, the behavior of MAF(0.11 \%) shows clear seasonal differences. It reaches unity during the wet season, whereas it levels off below unity for the LRT, transition, and particularly for the dry season periods. The fraction of non-activated particles with $D \leq 245 \text{ nm}$ at $S = 0.11 \%$ is $\sim 10 \%$ during the transition period and $\sim 20 \%$ during the dry season. Interestingly, this effect is only observed for $S = 0.11 \%$, whereas MAF(> 0.11 \%) reaches unity throughout the entire year. An explanation for this observation could be the intrusion of relatively fresh biomass burning aerosol plumes during the transition period and dry season, which contain a fraction of comparatively inefficient CCN. Soot is probably a main candidate here; however, fresh soot should also significantly reduce the MAF($S$) for higher $S$ levels (Rose et al., 2010). Thus, we speculate that probably “semi-aged” soot particles may be an explanation for the observed activation behavior.

Figure 6 corresponds to Fig. 3 and subdivides the annual mean $\kappa(S,D_a)$ size distribution ($\kappa(S,D_a)$ plotted against all measured $D_a(S)$) as well as the annual mean $N_{\text{CCN}}(D)$ size distribution into their seasonal counterparts. The particle size distributions were fitted with a bimodal logarithmic normal distribution and the corresponding results are listed in detail in Table 2. The differences in the characteristic size distributions for the individual seasons clearly emerge: in addition to the strong variations in total particle number concentration (see Fig. 1), the accumulation mode overweights the Aitken mode during the dry season, while accumulation and Aitken modes occur at comparable strength under wet season conditions. In other words, during the dry season, Aitken-mode particles account on average for about 26 \% of the total aerosol population ($N_{\text{CN,Acc}} = 483 \pm 49 \text{ cm}^{-3}$ vs. $N_{\text{CN,Acc}} = 1349 \pm 47 \text{ cm}^{-3}$), whereas during the wet season, the Aitken mode accounts for about 62 \% ($N_{\text{CN,Acc}} = 246 \pm 9 \text{ cm}^{-3}$ vs. $N_{\text{CN,Acc}} = 145 \pm 8 \text{ cm}^{-3}$) (see Table 2). The size distribution of the transition period from wet to dry season represents an intermediate state between the wet and dry season “extremes”. Furthermore, the comparison between wet season conditions with and without LRT influence reveals comparable distributions. However, a slight increase in the accumulation mode during LRT conditions indicates the presence of dust, smoke, pollution, and aged sea spray on top of the biogenic aerosol population during pristine periods (M. L. Pöhlker et al., 2017a).

The Hoppel minimum $D_H$ (Hoppel et al., 1996) between the Aitken and accumulation modes also shows seasonal variations with its largest values around 110 nm in the wet season and its smallest values around 95 nm in the dry season (compare to Fig. 5 and Table 2). Following Krüger et al. (2014), the observed $D_H$ can be used to determine an effective average cloud peak supersaturation $S_{\text{cloud}}(D_H, \kappa)$.

\[ S_{\text{cloud}}(D_H, \kappa) = \frac{1}{\kappa(D_H) \sqrt{D_H \kappa(D_H)}} \]

\[ \kappa(D_H) = \frac{1}{D_H} \frac{dN}{dD} \]
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Figure 5. CCN activation curves for all measured $S$ levels ($S = 0.11–1.10\%$), subdivided into seasonal periods of interest as specified in Sect. 3.3. Data points represent arithmetic mean values. For $N_{\text{CCN}}(S,D)/N_{\text{CN}}(D)$, the standard error is plotted, which is very small (due to the large number of scans with comparatively small variability) and therefore not perceptible in this representation. For the diameter, $D$, the error bars represent the experimental error as specified in Sect. 2.3. The grey vertical bands represent the (seasonal) position of the Hoppel minima (including error range; compare to Table 2). Dashed horizontal lines provide visual orientation and indicate 0, 50, and 100 % activation. The 50 % activation diameter is used for calculation of the hygroscopicity parameter $\kappa(S,D_a)$. The lines connecting the data points merely serve as visual orientation.

Cloud development and dynamics are highly complex processes in which aerosol particles are activated at different supersaturations. In the context of this study, $S_{\text{cloud}}(D_H,\kappa)$ is used as a mean cloud supersaturation and serves as an overall reference value; however, it does not reflect the complex development of $S$ inside a cloud. Based on our data, $S_{\text{cloud}}(D_H,\kappa)$ is estimated as a value around 0.29 % during dry season conditions and around 0.22 % during wet season conditions (Table 2). This indicates that $S_{\text{cloud}}(D_H,\kappa)$ levels tend to be noticeable lower during wet season cloud development compared to the dry season scenario. A plausible cause for the comparatively small $D_H$ and high $S_{\text{cloud}}(D_H,\kappa)$ in the dry season could be invigorated updraft regimes in the convective clouds. This invigoration could be caused by the stronger solar heating during the dry season and/or the increased aerosol load under biomass-burning-impacted conditions, as suggested previously (Andreae et al., 2004; Rosenfeld et al., 2008). As outlined in Sect. 1.1, aerosol particle size, concentration, and hygroscopicity as well as cloud supersaturation represent key parameters for a detailed understanding of cloud properties. Figure 6 provides reference values for all these parameters, resolved by seasons and thus provides comprehensive insight into the Amazonian cloud properties.

Comparing the seasonal $\kappa(S,D_a)$ size distributions in Fig. 6, it is obvious that the (seasonally averaged) $\kappa_{\text{Ait}}$ values in the Aitken-mode size range are surprisingly stable between 0.13 and 0.14 throughout the whole year. This indicates that the Aitken-mode aerosol population was persistently dominated by almost pure organic particles throughout the seasons. In contrast, noticeable seasonal differences were observed for (seasonally averaged) $\kappa_{\text{Acc}}$ values in the accumulation-mode size range, with mean values ranging from around 0.21 to 0.28. This indicates that the accumulation mode also comprises high contents of organic materials, however, with elevated amounts of inorganic ingredi-
Figure 6. Size dependence of the hygroscopicity parameter $\kappa(S,D_a)$ subdivided into seasonal periods of interest (color coding) as specified in Sect. 3.3. Values of $\kappa(S,D_a)$ for every $S$ level are plotted against their corresponding midpoint activation diameter $D_a(S)$ (left axis). For $\kappa(S,D_a)$, the error bars represent 1 standard deviation. For $D_a(S)$, the experimentally derived error is shown. In addition, the average number size distributions for the seasonal periods of interest are shown (right axis). The standard error of the number size distributions is indicated as shading, which is very small and therefore hardly perceptible in this representation due to the large number of scans with comparatively small variability. A clear size dependence and seasonal trends in $\kappa(S,D_a)$ levels can be observed. The averaged number size distributions show very pronounced seasonal differences.

teents (i.e., sulfate, ammonium, and potassium). In the size range around $D_H$, which separates the (apparently) chemically distinct aerosol populations of Aitken and accumulation modes, a step-like increase in $\kappa(S,D_a)$ is observed. The highest seasonally averaged $\kappa(S,D_a)$ values (up to 0.28) are observed during intrusion of dust, marine sulfate, and seasalt-rich LRT plumes. Note that short-term peaks in $\kappa(S,D_a)$ can be even higher; see case studies in Part 2 (M. L. Pöhlker et al., 2017a). In the absence of LRT, the $\kappa_{Acc}$ values are also rather stable for most of the year and range between 0.21 and 0.24. Overall, a remarkable observation is the high similarity between the wet and dry season $\kappa(S,D_a)$ size distributions, while many other aerosol parameters undergo substantial seasonal variations (Andreae et al., 2015).

The $\kappa(S,D_a)$ levels reported here agree well with the corresponding results in the previous Amazonian CCN studies by Gunthe et al. (2009) and Whitehead et al. (2016), which range between 0.1 and 0.4, with a mean around 0.16 ± 0.06. In a wider context, our results also agree well with previous long-term measurements at other continental background locations (i.e., alpine, semi-arid, and boreal sites) (Jurányi et al., 2011; Levin et al., 2012; Paramonov et al., 2013; Mikhailov et al., 2015). Comparing these four sites with each other, the following observations can be made. (i) $\kappa_{Ait}$ tends to be smaller than $\kappa_{Acc}$ at all four background locations. (ii) At the alpine, semi-arid, and boreal sites, $\kappa(S,D_a)$ undergoes a rather gradual increase from the Aitken- to the accumulation-mode size range (Paramonov et al., 2013, and references therein), whereas this increase appears to be steeper (step-like) in the Amazon. This can clearly be seen in the present study (e.g., Fig. 3) as well as in Gunthe et al. (2009) and Whitehead et al. (2016). (iii) Particularly in the vegetated environments (i.e., tropical, boreal, and semi-arid forests), $\kappa_{Ait}$ mostly ranges between 0.1 and 0.2, suggesting that the Aitken-mode particles predominantly comprise organic constituents. Furthermore, $\kappa_{Ait}$ shows a remarkably small seasonality for these locations. (iv) The $\kappa_{Acc}$ levels show a much wider variability throughout the seasons for all locations.

Figure 7 presents the diurnal cycles in $\kappa_{mean}$ for the four seasonal periods of interest. No perceptible diurnal trends in $\kappa_{mean}$ can be observed for any of the seasons. The only observable difference is an increased variability of $\kappa_{mean}$ during the LRT season (see error bars in Fig. 7a). This can be explained by the episodic character of LRT intrusions, which causes an “alternating pattern” of clean periods with background conditions and periods of elevated concentrations of LRT aerosol (M. L. Pöhlker et al., 2017a). For comparison, the diurnal cycles in $N_{CCN}$ concentration have been added to Fig. 7, which confirm the absence of strong diurnal variations in the aerosol population.
Figure 7. Diurnal cycles in hygroscopicity parameter, $\kappa_{\text{mean}}$, and total aerosol number concentration, $N_{\text{CN}}$, subdivided into seasonal periods of interest as specified in Sect. 3.3. No diurnal trend is detectable throughout the year. Note that the range of 1 standard deviation of $\kappa_{\text{mean}}$ around the mean is surprisingly small given that long seasonal time periods and data from all $S$ levels have been averaged. The only perceptible difference is a larger scattering during a period with LRT influence (a). Grey and yellow shading indicate night and day.

3.4 Aerosol chemical composition and effective hygroscopicity

Continuous ACSM measurements are being conducted at the ATTO site since March 2014, providing online and non-size-resolved information on the chemical composition of the non-refractory aerosol (Andreae et al., 2015). Here, we compare the ACSM data on the aerosol’s chemical composition with the CCN-derived $\kappa(S,D_a)$ values. This analysis focuses on the dry season months, when ACSM and CCNC were operated in parallel.\(^5\) Note that the ACSM covers a size range from 75 to 650 nm (Ng et al., 2010), while the size-resolved CCN measurements provide information only up to particle sizes of about 170 nm. Since the ACSM records the size-integrated masses of defined chemical species (organics, nitrate, sulfate, ammonium, and chloride), the results tend to be dominated by the fraction of larger particles with comparatively high masses (i.e., in the accumulation-mode size range) and are influenced less by the fraction of small particles with comparatively low masses (i.e., in the Aitken-mode size range). Thus, in order to increase the comparability between ACSM and CCNC, we have chosen the lowest $S$ level ($S = 0.11 \pm 0.01 \%$), which represents the lowest measured $D_a(S) (D_a(S) = 172 \pm 12 \text{ nm})$.

In Fig. 8, the $\kappa(0.11 \%,D_a)$ values are plotted against the ACSM-derived organic mass fraction ($f_{\text{org}}$). The data were fitted with (i) a linear fit and (ii) a bivariate regression according to Cantrell (2008). A linear fit approach was used by Gunthe et al. (2009) to determine the effective hygroscopicity parameters $\kappa_{\text{org}} = 0.1$ of biogenic Amazonian SOA ($f_{\text{org}} = 1$) and $\kappa_{\text{inorg}} = 0.6$ for the inorganic fraction ($f_{\text{org}} = 0$). For the present data set, the same procedure results in an acceptable coefficient of determination ($R^2 = 0.66$). We estimated the effective hygroscopicity parameters $\kappa_{\text{org}} = 0.12 \pm 0.01$ and $\kappa_{\text{inorg}} = 0.61 \pm 0.01$ based

\(^5\)Although the ACSM measurements were started in March 2014, instrumental issues during the initial months caused some uncertainty for the corresponding data. Thus, for this study, we focus only on the data period August to December 2014, when the instrumental issues were resolved.
Cloud-resolving models at all scales – spanning from large eddy simulations (LESs) to global climate models (GCMs) – require simple and efficient parametrizations of the complex microphysical basis to adequately reflect the spatiotemporal CCN cycling (Cohard et al., 1998; Andreae, 2009). Previously, several different approaches to predict CCN concentrations have been suggested (Andreae, 2009; Gunthe et al., 2009; Rose et al., 2010; Deng et al., 2013). Any parametrization strategy seeks, on one hand, an efficient combination of a minimal set of input data and, on the other hand, a good representation of the atmospheric CCN population.

The detailed analysis in this study has shown that the CCN population in the central Amazon is mainly defined by comparatively stable $\kappa(S,D_a)$ levels, due to the predominance of organic aerosol particles, and rather pronounced seasonal trends in aerosol number size distribution. Particularly, the remarkably stable $\kappa(S,D_a)$ values suggest that the Amazonian CCN cycling can be parametrized rather precisely for efficient prediction of CCN concentrations. In the following paragraphs, we apply the following CCN parametrization strategies to the present data set and explore their strengths and limitations:

- i. CCN prediction based on the correlation between $N_{CCN}(0.4 \%)$ and $N_{CN}$, called the $\Delta N_{CCN}(0.4 \%)/\Delta N_{CN}$ parametrization here;
- ii. CCN prediction based on the correlation between $N_{CCN}(S)$ and $c_{CO}$, called the $\Delta N_{CCN}(S)/\Delta c_{CO}$ parametrization here;
- iii. CCN prediction based on analytical fit functions of experimentally obtained CCN spectra, called CCN spectra parametrization;
- iv. CCN prediction based on the $\kappa$-Köhler model, called $\kappa$-Köhler parametrization; and
- v. CCN prediction based on a novel and effective parametrization built on CCN efficiency spectra, called CCN efficiency spectra parametrization.

The prediction accuracy for the individual strategies is summarized in Table 3.

### 3.5 CCN parametrizations and prediction of CCN number concentrations

Cloud-resolving models at all scales – spanning from large eddy simulations (LESs) to global climate models (GCMs) – require simple and efficient parametrizations of the complex microphysical basis to adequately reflect the spatiotemporal CCN cycling (Cohard et al., 1998; Andreae, 2009). Previously, several different approaches to predict CCN concentrations have been suggested (Andreae, 2009; Gunthe et al., 2009; Rose et al., 2010; Deng et al., 2013). Any parametrization strategy seeks, on one hand, an efficient combination of a minimal set of input data and, on the other hand, a good representation of the atmospheric CCN population.

The detailed analysis in this study has shown that the CCN population in the central Amazon is mainly defined by comparatively stable $\kappa(S,D_a)$ levels, due to the predominance of organic aerosol particles, and rather pronounced seasonal trends in aerosol number size distribution. Particularly, the remarkably stable $\kappa(S,D_a)$ values suggest that the Amazonian CCN cycling can be parametrized rather precisely for efficient prediction of CCN concentrations. In the following paragraphs, we apply the following CCN parametrization strategies to the present data set and explore their strengths and limitations:

- i. CCN prediction based on the correlation between $N_{CCN}(0.4 \%)$ and $N_{CN}$, called the $\Delta N_{CCN}(0.4 \%)/\Delta N_{CN}$ parametrization here;
- ii. CCN prediction based on the correlation between $N_{CCN}(S)$ and $c_{CO}$, called the $\Delta N_{CCN}(S)/\Delta c_{CO}$ parametrization here;
- iii. CCN prediction based on analytical fit functions of experimentally obtained CCN spectra, called CCN spectra parametrization;
- iv. CCN prediction based on the $\kappa$-Köhler model, called $\kappa$-Köhler parametrization; and
- v. CCN prediction based on a novel and effective parametrization built on CCN efficiency spectra, called CCN efficiency spectra parametrization.

The prediction accuracy for the individual strategies is summarized in Table 3.

### 3.5.1 $\Delta N_{CCN}(0.4 \%)/\Delta N_{CN}$ parametrization

Andreae (2009) analyzed CCN data sets from several contrasting field sites worldwide and found significant relationships between the satellite-retrieved aerosol optical thickness (AOT) and the corresponding $N_{CCN}(0.4 \%)$ levels as well as between the total aerosol number concentration $N_{CN}$ and $N_{CCN}(0.4 \%)$. The obtained ratio $N_{CCN}(0.4 \%)/N_{CN} = 0.36 \pm 0.14$ – in other words, the globally averaged CCN efficiency at $S = 0.4 \%$ can be used to predict CCN concentrations. The corresponding results for the present data set are displayed in Fig. 9a and show a surprisingly tight correlation, given that a globally obtained $N_{CCN}(0.4 \%)/N_{CN}$ ratio has been used. However, Fig. 9a also shows a systematic underestimation of the predicted CCN concentration $N_{CCN,p}(0.4 \%)$, which can be explained by the comparatively high activated fractions in the Amazon (e.g., $N_{CCN,p}(0.47 \%)/N_{CN,10}$ ranging from 0.6 to 0.9;
In Sect. 3.5.5, we will show that our novel parametrization is an extension of this approach: the Eq. 1. Activated fractions in other locations worldwide tend to be lower due to the (more persistent) abundance of nucleation-mode particles, as discussed in Sect. 3.1.

### 3.5.2 \( \Delta N_{\text{CCN}}(S)/\Delta c_{\text{CO}} \) parametrization

Experimentally obtained excess \( N_{\text{CCN}}(S) \) to excess \( c_{\text{CO}} \) ratios can be used to calculate \( N_{\text{CCN},p}(S) \). Kuhn et al. (2010) determined \( \Delta N_{\text{CCN}}(0.6 \%) / \Delta c_{\text{CO}} = \sim 26 \text{ cm}^{-3} \text{ ppb}^{-1} \) for biomass burning plumes and \( \Delta N_{\text{CCN}}(0.6 \%) / \Delta c_{\text{CO}} = \sim 49 \text{ cm}^{-3} \text{ ppb}^{-1} \) for urban emissions in the area around Manaus, Brazil. Lawson et al. (2015) investigated biomass burning emissions in Australia and found \( \Delta N_{\text{CCN}}(0.5 \%) / \Delta c_{\text{CO}} = 9.4 \text{ cm}^{-3} \text{ ppb}^{-1} \). In the context of the present study, we have calculated \( \Delta N_{\text{CCN}}(S) / \Delta c_{\text{CO}} \) for a strong biomass burning event in August 2014. This event and its impact on the CCN population is the subject of a detailed discussion in the companion Part 2 paper (M. L. Pöhlker et al., 2017a). Here, we use the \( \Delta N_{\text{CCN}}(S) / \Delta c_{\text{CO}} \) ratios from the companion paper to obtain a CCN prediction. The observed \( \Delta N_{\text{CCN}}(S) / \Delta c_{\text{CO}} \) ratios range between 6.7 ± 0.5 \text{ cm}^{-3} \text{ ppb}^{-1} \) (for \( S = 0.11 \%) and values around 18.0 ± 1.3 \text{ cm}^{-3} \text{ ppb}^{-1} \) (for higher \( S \)) (see summary in Table 4). Since biomass burning is the dominant source of pollution in the central Amazon, these biomass-burning-related \( \Delta N_{\text{CCN}}(S) / \Delta c_{\text{CO}} \) ratios in Table 4 were used to calculate \( N_{\text{CCN},p}(S) \) for the present data set. The corresponding results in Fig. 9b show a reasonable correlation for highly polluted conditions (\( N_{\text{CN}} > 2000 \text{ cm}^{-3} \)) and a poor correlation for cleaner states (\( N_{\text{CN}} < 2000 \text{ cm}^{-3} \)). This behavior can be explained by the fact that the high concentrations in CCN and CO originate from frequent biomass burning plumes during the Amazonian dry season (see Fig. 1). Thus, they can be assigned to the same sources with rather defined \( \Delta N_{\text{CCN}}(S) / \Delta c_{\text{CO}} \) ratios (Andreae et al., 2012). During the contrasting cleaner periods, CN and CO originate from a variety of different sources, which are often not related and therefore explain the poor correlation for clean to semi-polluted conditions. Overall, Fig. 9b indicates that the quality of CO-based CCN prediction is rather poor, due to the complex interplay of different sources. The overall deviation between \( N_{\text{CCN},p}(S) \) and \( N_{\text{CCN}}(S) \) for this approach is about 170 % (Table 3).
Figure 9. Predicted vs. measured CCN number concentrations calculated from (a) observed ratio $N_{\text{CCN}}(0.4\%) / N_{\text{CN}} = 0.36$ in Andreae (2009) and (b) observed (biomass-burning-related) excess CCN to excess CO ratios in M. L. Pöhlker et al. (2017a). The color code shows the number of data points falling into the pixel area, following Jurányi et al. (2011). The black line represents a bivariate regression fit of the data.

Table 4. Excess $N_{\text{CCN}}(S)$ to excess $c_{\text{CO}}$ ratios $\Delta N_{\text{CCN}}(S) / \Delta c_{\text{CO}}$ for the individual $S$ levels during peak period of the strong biomass burning event in August 2014. This event is analyzed in detail through a case study in the companion Part 2 paper (M. L. Pöhlker et al., 2017a). The values $\Delta N_{\text{CCN}}(S) / \Delta c_{\text{CO}}$ were obtained from bivariate regression fit of scatterplots between $N_{\text{CCN}}(S)$ and $c_{\text{CO}}$ for individual $S$ levels (Andreae et al., 2012). The parameter $N_{\text{CCN}}(S)$ in this table represents the $y$-axis intercept of the linear regression of $N_{\text{CCN}}$ vs. $c_{\text{CO}}$ at $c_{\text{CO}} = 0$ ppb and is, therefore, negative (see M. L. Pöhlker et al., 2017a).

<table>
<thead>
<tr>
<th>$S$ (%)</th>
<th>$\Delta N_{\text{CCN}}(S) / \Delta c_{\text{CO}}$ (ppb$^{-1}$)</th>
<th>$N_{\text{CCN}}(S)$ (cm$^{-3}$)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.11 ± 0.01</td>
<td>6.7 ± 0.5</td>
<td>−603 ± 125</td>
<td>0.86</td>
</tr>
<tr>
<td>0.15 ± 0.02</td>
<td>13.6 ± 1.4</td>
<td>−1447 ± 354</td>
<td>0.68</td>
</tr>
<tr>
<td>0.20 ± 0.02</td>
<td>14.3 ± 0.8</td>
<td>−1128 ± 208</td>
<td>0.90</td>
</tr>
<tr>
<td>0.24 ± 0.03</td>
<td>16.8 ± 1.0</td>
<td>−1460 ± 261</td>
<td>0.86</td>
</tr>
<tr>
<td>0.29 ± 0.03</td>
<td>17.4 ± 1.3</td>
<td>−1378 ± 296</td>
<td>0.83</td>
</tr>
<tr>
<td>0.47 ± 0.04</td>
<td>20.1 ± 1.7</td>
<td>−1675 ± 425</td>
<td>0.84</td>
</tr>
<tr>
<td>0.61 ± 0.06</td>
<td>17.9 ± 1.3</td>
<td>−1206 ± 332</td>
<td>0.88</td>
</tr>
<tr>
<td>0.74 ± 0.08</td>
<td>16.5 ± 1.3</td>
<td>−933 ± 329</td>
<td>0.88</td>
</tr>
<tr>
<td>0.92 ± 0.11</td>
<td>18.1 ± 1.4</td>
<td>−1265 ± 355</td>
<td>0.85</td>
</tr>
<tr>
<td>1.10 ± 0.08</td>
<td>17.5 ± 1.3</td>
<td>−1096 ± 328</td>
<td>0.87</td>
</tr>
</tbody>
</table>

3.5.3 Classical and improved CCN spectra parametrization

The total number of particles that are activated at a given $S$ is regarded as one of the central parameters in cloud formation and evolution (Andreae and Rosenfeld, 2008). Thus, CCN spectra ($N_{\text{CCN}}(S)$ plotted against $S$) are a widely and frequently used representation in various studies to summarize the observed $N_{\text{CCN}}(S)$ values over the cloud-relevant $S$ range for a given time period and location (Twomey and Wojciechowski, 1969; Roberts et al., 2002; Rissler et al., 2004; Freud et al., 2008; Gunthe et al., 2009; Martins et al., 2009b). Different analytical fit functions of the experimental CCN spectra have been proposed and are used as parametrization schemes for $N_{\text{CCN}}(S)$ in modeling studies (e.g., Cohard et al., 1998; Khain et al., 2000; Pinsky et al., 2012; Deng et al., 2013).

In the context of the present study, the annual mean Amazonian CCN spectrum is shown in Fig. 10. As an analytical representation of the experimental data, we have used Twomey’s empirically found (classical) power-law fit function (Twomey, 1959):

$$N_{\text{CCN}}(S) = N_{\text{CCN}}(1\%) \cdot \left( \frac{S}{1\%} \right)^k,$$

which yields a reasonable coefficient of determination of $R^2 = 0.88$ (Fig. 10a). Besides the annual mean spectrum, we also conducted a Twomey fit for the seasonally resolved CCN spectra (not shown) and summarized the resulting fit parameters in Table 5. The obtained fit parameters (e.g., for the an-
unusual mean CCN spectrum) $N_{\text{CCN}}(1\%) = 998 \text{ cm}^{-3}$ (sometimes also called $c$) and $k = 0.36$ agree with results from previous measurements that are summarized by Martins et al. (2009b). The power-law function has become a widely used parametrization due to its simplicity (Cohard et al., 1998). However, because it is based on strong assumptions and not related to the physical basis of the fitted data, it has certain drawbacks, such as the poor representation of $N_{\text{CCN}}(S)$ at small $S$ (i.e., $< 0.2\%$), as well as the fact that for larger $S$ (i.e., $> 1.2\%$) it does not converge against $N_{\text{CN}}$, which is, for physical reasons, the upper limit.

As an alternative, an error function fit – which is used in this context for the first time – represents the data much better (Fig. 10b). The proposed error function (erf)

$$N_{\text{CCN}}(S) = A \cdot \text{erf} \left( \frac{\ln(\frac{S}{S_0})}{w_0} \right)$$

(7)

is related to the physical basis of the fitted data and yields a high coefficient of determination ($R^2 = 0.997$). Mathematically, this erf represents an integration of a log-normal $N_{\text{CN}}(D)$ size distribution. Analogously, the $N_{\text{CCN}}(D)$ spectrum represents the cumulative distribution of the relative $N_{\text{CN}}(S)$ distribution (compare to Fig. 4). A double-erf fit would be even more appropriate for the bimodal Amazon $N_{\text{CN}}(D)$ distribution (compare to Fig. 6 and discussion in Sect. 3.5.5). However, the single-erf fit proposed above proved to be (already) a very good analytical representation as underlined by the high coefficient of determination ($R^2 > 0.99$). The erf fit reflects the physically expected saturation behavior of aerosol activation for high $S$ and thus converges against a limit of $A = 1067 \pm 22 \text{ cm}^{-3}$, which matches well with the mean total number concentration of $N_{\text{CN,10}} = 1097 \pm 66 \text{ cm}^{-3}$. The erf fit (if not forced through the origin) transects the abscissa at $S_0 = 0.066\%$. Therefore, the erf fit cannot describe the CCN activation behavior for low $S(\leq 0.07\%)$, which is also an experimentally unaccessible $S$ range. For this approach, we also summarized the corresponding fit parameters for the annual mean CCN spectrum and the seasonally resolved cases in Table 6.

Figure 11a and b show the corresponding $N_{\text{CCN},p}(S)$ vs. $N_{\text{CCN}}(S)$ scatterplots based on the annual mean CCN spectrum using the Twomey and erf fits.\footnote{The horizontal lines in the scatterplots result from the fact that constant $N_{\text{CCN},p}(S)$ values are obtained for the different $S$ levels.} In general, parametrizations based on CCN spectra yield a mean state based on average concentrations (see fit parameters in Fig. 10 as well as Tables 5 and 6) and ignore the temporal variability of the aerosol abundance (Martins et al., 2009a; Rose et al., 2010; Jurányi et al., 2011). Upon closer inspection, Table 3 shows that the erf fit allows somewhat better predictions (e.g., deviation of power-law fit about 227\% vs. 215\% for erf fit

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|l|l|}
\hline
Time period & $N_{\text{CCN}}(1\%)$ (cm$^{-3}$) & $k$ & $R^2$ \\
\hline
Annual & 998 ± 60 & 0.36 ± 0.04 & 0.88 \\
Wet season & 289 ± 7 & 0.57 ± 0.03 & 0.98 \\
LRT period & 378 ± 9 & 0.38 ± 0.03 & 0.94 \\
Transition & 970 ± 40 & 0.49 ± 0.05 & 0.94 \\
Dry season & 1469 ± 78 & 0.36 ± 0.06 & 0.86 \\
\hline
\end{tabular}
\caption{Twomey fit parameters describing CCN spectra $N_{\text{CCN}}(S)$ vs. $S$ as parametrization input data (compare to Figs. 10 and 11a, c). Fit parameters are provided for annually averaged CCN spectra and resolved by seasons.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|l|}
\hline
Time period & $A$ (cm$^{-3}$) & $S_0$ (\%) & $w_0$ & $R^2$ \\
\hline
Annual & 1067 ± 22 & 0.07 ± 0.01 & 2.1 ± 0.1 & 0.99 \\
Wet season & 340 ± 30 & 0.08 ± 0.01 & 2.9 ± 0.2 & 0.97 \\
LRT period & 532 ± 72 & 0.04 ± 0.01 & 4.5 ± 1.0 & 0.98 \\
Transition & 1180 ± 37 & 0.07 ± 0.01 & 3.0 ± 0.2 & 0.99 \\
Dry season & 1430 ± 24 & 0.07 ± 0.01 & 1.8 ± 0.1 & 0.99 \\
\hline
\end{tabular}
\caption{Erf fit parameters describing CCN spectra $N_{\text{CCN}}(S)$ vs. $S$ as parametrization input data (compare to Figs. 10 and 11b, d). Fit parameters are provided for annually averaged CCN spectra and resolved by seasons.}
\end{table}

Figure 10. CCN spectrum (circular markers) averaged over the entire measurement period and fitted with the classical Twomey power-law fit (a) and an alternative error function fit (b). Error bars at the markers represent the measurement error in $S$ and standard error in $N_{\text{CCN}}(S)$. The dashed line is a fit function with grey shading as uncertainty of the fit.
Figure 11. Predicted vs. measured CCN number concentrations based on the classical Twomey power-law fit (a, c) and an alternative error function fit (b, d). The top row (a, b) represents the annually averaged cases, whereas the bottom row (c, d) represents parametrizations based on seasonally resolved CCN spectra. Both predictions are based exclusively on the corresponding average fit functions (i.e., the annually averaged CCN spectra in Fig. 10 and seasonally averaged CCN spectra, as specified in Tables 5 and 6) without considering time-resolved aerosol parameters. The color code shows the number of data points falling into the pixel area, following Jurányi et al. (2011). Predicted and measured CCN concentrations deviate significantly, showing the inherent limitations of the CCN spectra approach. For the annually averaged data (a, b), no meaningful bivariate regression fit could be obtained.

in the case of annual mean and 80 % vs. 75 % for the seasonally resolved case), which can be explained by the fact that the erf fit represents the experimental data more appropriately (compare to Fig. 10). Overall, however, the power-law fit and the erf fit approaches give rather poor correlations due to the missing representation of the aerosol’s temporal variability. This is particularly obvious for the annual mean case, since the total aerosol abundance varies significantly between wet and dry season conditions. Accordingly, the CCN spectra parametrization, which operates with constants, predictably underestimates the dry season conditions and overestimates the wet season conditions. In addition to the analytical fit approaches for the annual mean spectrum (Fig. 11a and b), we conducted an analogous CCN prediction based on seasonally resolved CCN spectra (Fig. 11c and d). The prediction accuracy clearly improves (e.g., deviation of erf fit for annual mean case equals 215 % vs. 75 % for seasonally resolved case; see Table 3). Figure 11 illustrates that the prediction accuracy of parametrizations that rely on analytical fit functions of CCN spectra (i.e., Twomey, erf, and related functions) improves with decreasing variability of the aerosol population (e.g., for shorter periods with less variable aerosol properties). However, the missing representation of the aerosol’s temporal variability remains an inherent limitation of the CCN spectra parametrization. It can be concluded that this parametrization requires a minimum of aerosol input data (i.e., only the parameters of the corresponding fit function), which explains its wide use in various modeling studies. However, Fig. 11 and Table 3 show that this simplicity is clearly at the expense of the prediction accuracy.
3.5.4  κ-Köhler parametrization

The κ-Köhler model approach has been used in previous studies and gave good CCN predictions (e.g., Gunthe et al., 2009; Rose et al., 2010). For the present data set, the $N_{CCN,p}(S)$ concentrations were calculated according to Rose et al. (2010). Here, the annually averaged values $\kappa_{Ait} = 0.14$ and $\kappa_{Acc} = 0.22$ were used for the CCN prediction, since they accurately represent the stable κ values in the central Amazon. Figure 12 shows the corresponding $N_{CCN,p}(S)$ vs. $N_{CCN}(S)$ scatterplot, in which the areas with the highest density of data points precisely follow the one-to-one line. Table 3 underlines this good agreement, as the observed deviation of around 10% between $N_{CCN,p}(S)$ and $N_{CCN}(S)$ is the smallest among all tested parametrizations. Accordingly, the κ-Köhler model approach turns out to be a very accurate parametrization. However, it requires a time series of $N_{CN}$ size distributions as input data and is therefore the most “data demanding” strategy in this regard.

3.5.5  CCN efficiency spectra parametrization

It has to be kept in mind that CCN spectra strongly depend on the total aerosol concentration and thus predominantly reflect the specific (temporary) aerosol population during the period of the study. The shape of CCN spectra provides some information on the aerosol activation behavior as a function of $S$. However, the strong variability in the total aerosol abundance makes it difficult to compare the CCN efficiency behavior between different locations and/or periods of interest with specific (e.g., seasonal) conditions. For the present data set, Fig. 13 shows annually averaged CCN efficiency spectra ($N_{CCN}(S)/N_{CN,D_{cut}}$ plotted against $S$) for two different reference aerosol concentrations $N_{CN,10}$ and $N_{CN,50}$. The corresponding fit parameters are summarized in Table 7. The CCN efficiency spectra are independent of the total aerosol load and instead reflect the fraction of activated particles for the relevant $S$ range. Here, we also use an erf fit,

$$N_{CCN}(S)/N_{CN,D_{cut}} = \frac{1}{2} + \frac{1}{2} \cdot \text{erf} \left( \frac{\ln \frac{S}{S_1}}{w_1} \right)$$

(8)

to describe the data for the same reasons as outlined in Sect. 3.5.3. The fits yield high coefficients of determination ($R^2 = 0.99$). Per definition, $N_{CCN}(S)/N_{CN,D_{cut}}$ spans from zero to unity. Therefore, the offset $y_0$ of the function as well as the pre-factor $A$ have been set to 0.5. For the atmospherically relevant $S$ range – typically $S < 0.6\%$ (see Andreae, 2009) – aerosol sizes around 50–60 nm are considered the onset of the CCN size range (see also Fig. 4). Accordingly, if $D_{cut}$ is chosen close to this activation threshold, the corresponding $N_{CCN}(S)/N_{CN,D_{cut}}$ approaches unity, which can be seen in Fig. 13. The free variable $S_1$ (e.g., $S_1 = 0.22 \pm 0.01\%$ for $N_{CN,10}$ and $S_1 = 0.19 \pm 0.01\%$ for $N_{CN,50}$) represents the

---

7Briefly, for every SMPS scan, the $N_{CN}$ size distribution has been integrated above the critical diameter $D_{cut}$, in which $D_{cut}$ has been obtained based on a given κ and $S$.

8The use of aerosol number concentrations with $D_{cut} = 50$ nm has been suggested by Paramonov et al. (2015) as a reference value to ensure comparability of CCN efficiencies from different studies.

---

Figure 12. Predicted vs. measured CCN number concentrations using the κ-Köhler model approach. This approach requires the following time-resolved aerosol input data: (i) time-resolved aerosol size spectra spanning the CCN-relevant range (e.g., SMPS) and (ii) annual average κ values for the Aitken and accumulation size range ($\kappa_{Ait} = 0.14$ and $\kappa_{Acc} = 0.22$). The color code shows the number of data points falling into the pixel area, following Jurányi et al. (2011). The black line represents a bivariate regression fit of the data.

Figure 13. CCN efficiency spectra averaged over the entire measurement period for the reference concentrations, $N_{CN,10}$ and $N_{CN,50}$. The fit functions are error function fits (the dashed line with shading represents the uncertainty of the fit). The error bars at the markers represent the measurement error in $S$ and 1 standard deviation (not the standard error as in Fig. 10) in $N_{CCN}(S)/N_{CN,D_{cut}}$. 

---
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Table 7. Erf fit parameters describing CCN efficiency spectra $N_{CCN}(S)/N_{CCN, D_{out}}$ vs. $S$ as model input data (compare to Figs. 13 and 14). Fit parameters are provided for (i) annually averaged efficiency spectra with five different aerosol number reference concentrations $N_{CN, D_{out}}$ and (ii) resolved by seasons for $N_{CN,10}$ and $N_{CN,50}$.

<table>
<thead>
<tr>
<th>$N_{CN, D_{out}}$</th>
<th>Time period</th>
<th>$S_1$ (%)</th>
<th>$w_1$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{CN,10}$</td>
<td>Annual</td>
<td>0.22 ± 0.01</td>
<td>1.78 ± 0.08</td>
<td>0.99</td>
</tr>
<tr>
<td>$N_{CN,20}$</td>
<td>Annual</td>
<td>0.22 ± 0.01</td>
<td>1.78 ± 0.08</td>
<td>0.99</td>
</tr>
<tr>
<td>$N_{CN,30}$</td>
<td>Annual</td>
<td>0.22 ± 0.01</td>
<td>1.72 ± 0.07</td>
<td>0.99</td>
</tr>
<tr>
<td>$N_{CN,50}$</td>
<td>Annual</td>
<td>0.19 ± 0.01</td>
<td>1.41 ± 0.05</td>
<td>0.99</td>
</tr>
<tr>
<td>$N_{CN,10}$</td>
<td>Wet season</td>
<td>0.35 ± 0.01</td>
<td>1.80 ± 0.06</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>LRT period</td>
<td>0.22 ± 0.01</td>
<td>2.39 ± 0.10</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Transition</td>
<td>0.28 ± 0.01</td>
<td>1.70 ± 0.05</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>Dry season</td>
<td>0.18 ± 0.01</td>
<td>1.57 ± 0.11</td>
<td>0.98</td>
</tr>
<tr>
<td>$N_{CN,50}$</td>
<td>Wet season</td>
<td>0.26 ± 0.01</td>
<td>1.37 ± 0.12</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>LRT period</td>
<td>0.17 ± 0.01</td>
<td>1.58 ± 0.10</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>Transition</td>
<td>0.23 ± 0.01</td>
<td>1.38 ± 0.04</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>Dry season</td>
<td>0.17 ± 0.01</td>
<td>1.31 ± 0.06</td>
<td>0.92</td>
</tr>
</tbody>
</table>

A $S$ value where half of the aerosol particles are activated into cloud droplets. A monodisperse aerosol with a defined composition would yield a steep step-like CCN efficiency spectrum, while the complex Amazonian aerosol results in a wide and rather smooth “step”. In other words, the width of the erf fit (here $w_1 = 1.78 ± 0.08$ for $N_{CN,10}$ and $w_1 = 1.41 ± 0.05$ for $N_{CN,50}$) is an (indirect) measure for the diversity (i.e., size and composition) of the aerosol population.

Figure 14 shows a direct comparison of the CCN efficiency spectra resolved by seasonal interest (compare also to Sect. 3.3), which reveals characteristic differences in the curve’s shape (i.e., its “steepness”). The corresponding fit parameters are summarized in Table 7. A good numeric indicator for the differences in “steepness” is the fit parameter $S_1$, which specifies the 50% activation supersaturation of the total aerosol population. The largest contrast in shape and $S_1$ can be seen between the dry and wet season scenario: during the dry season, the CCN efficiency increases steeply with $S$, and $S_1$ is reached at 0.18 % for $N_{CN,10}$, whereas during the wet season, the increase of the CCN efficiency is rather gradual and $S_1$ is reached only at 0.35 % for $N_{CN,10}$. The transition period represents (once more) an intermediate state between the dry and wet season extremes ($S_1 = 0.28$ % for $N_{CN,10}$). For transition period conditions, Kuhn et al. (2010) reported $N_{CCN}(0.6 \%) / N_{CN} = 0.66 ± 0.15$, which is in good agreement with Fig. 14c ($N_{CCN}(0.61 \%) / N_{CN,10} = 0.72 ± 0.10$).

The observed differences among the CCN efficiency spectra in Fig. 14 reflect some of the major trends in the aerosol seasonality in Amazonia. A closer look at Fig. 6 helps to understand those. Overall, the key parameters in the CCN activation behavior are (primarily) the aerosol number size distribution and, in a secondary role, the particles’ chemical composition, represented by $\kappa(S, D_a)$ (Dusek et al., 2006). Thus, the seasonally averaged number size distributions and the seasonally averaged $\kappa(S, D_a)$ size distribution in Fig. 6 have to be considered to explain the different shapes in Fig. 14. Focusing on the contrasting wet and dry season plots, it can be stated that (i) while the $\kappa(S, D_a)$ size distributions for wet and dry seasons appear to be very similar (same size trend and same values), the number size distributions (i.e., the ratio of Aitken and accumulation modes) differ substantially. (ii) With increasing $S$, the diameter $D_a(S)$ decreases and is shifted from the accumulation-mode towards the Aitken-mode size range. (iii) Thus, under dry season conditions, comparatively small $S$ levels ($S=0.11–0.2\%$) can already activate most particles of the pronounced accumulation mode. (iv) In contrast, under wet season conditions, while the same $S$ levels still activate the accumulation-mode particles, the comparatively strong Aitken mode remains unactivated. This means that the ratio of Aitken- and accumulation-mode particles ($N_{CN,Ait}/N_{CN,Acc}(wet) = 1.7$; $N_{CN,Ait}/N_{CN,Acc}(dry) = 0.4$; compare to Table 2) determines the activated fraction as a function of $S$ and thus also the steepness of the CCN efficiency spectra in Fig. 14.

While size appears as the dominant parameter in the CCN activation behavior, in certain cases variability in chemical composition also matters (Dusek et al., 2006). In Fig. 14, this can be seen for the wet season cases with and without LRT influence: in the presence of LRT aerosol, the 50% activation occurs already at $S_1 = 0.22$ % for $N_{CN,10}$, which is much closer to the dry ($S_1 = 0.18$ % for $N_{CN,10}$) than to the wet season ($S_1 = 0.35$ % for $N_{CN,10}$) behavior. While Fig. 6 shows that the number size distributions for both cases are similar, the observed difference in Fig. 14 can be explained by the deviations in the corresponding $\kappa(S, D_a)$ size distributions. In other words, the elevated $\kappa(S, D_a)$ levels during the intrusion of LRT aerosols allows the activation of particle sizes that remain inactivated at the lower $\kappa(S, D_a)$ levels in the absence of LRT aerosol. Therefore, the differences in chemical composition can explain the decreased $S_1$ in these cases.

In Fig. 14, single-erf fits have been used as analytical descriptions of the CCN efficiency spectra. Overall, this approach provides a good representation of the experimental data (see high coefficients of determination in Table 5). However, the single-erf fit is merely an approximation, assuming that the aerosol size distribution is monomodal. This is a valid assumption for the dry season (see Fig. 6) and corresponds to a good agreement between fit and data points in Fig. 14d. In contrast, the wet season shows pronounced and prevailing bimodal size distributions (see Fig. 6), which corresponds to a clear discrepancy between the fit and data points in Fig. 14b (i.e., for $S > 0.3\%$). For a bimodal size distribution, a double-erf fit is the physically more appropriate description (see also discussion in Sect. 3.5.3). Figure 15 illustrates the contrast between a single- and a double-erf fit.
Figure 14. CCN efficiency spectra averaged over the entire measurement period for reference concentrations, $N_{CN,10}$ and $N_{CN,50}$, and subdivided into seasonal periods of interest as specified in Sect. 3.3. The fit functions are error function fits (the dashed line with shading represents the uncertainty of the fit). The error bars at the markers represent the measurement error in $S$ and 1 standard deviation (not the standard error, as in Fig. 10) in $N_{CCN}(S)/N_{CN,D_{cut}}$.

Figure 15. CCN efficiency spectrum for the wet season scenario (Fig. 14b) with $N_{CN,50}$ as reference concentration. The experimental data have been fitted with single- and double-erf fits (dashed lines with shading as uncertainty of the fits). The error bars at the markers represent the measurement error in $S$ and 1 standard deviation in $N_{CCN}(S)/N_{CN,50}$.

Figure 16 explores the applicability of the CCN efficiency spectra parametrization (single-erf fits) to calculate CCN concentrations. The following four modifications of the parametrization scheme are compared: annually averaged CCN efficiency spectra with (i) $D_{cut} = 10$ nm and (ii) $D_{cut} = 50$ nm (compare to Fig. 13) as well as seasonally resolved CCN efficiency spectra with (iii) $D_{cut} = 10$ nm, and (iv) $D_{cut} = 50$ nm (compare to Fig. 14). All cases in Fig. 16 show rather tight correlations, which prove the high prediction accuracy of the CCN efficiency spectra parametrization. The corresponding deviations between $N_{CCN}(S)$ and of the wet season CCN efficiency spectrum for $N_{CN,50}$. As expected, the double-erf fit is clearly a better representation of the data across the entire $S$ range. However, in the context of this study, the double-erf fit of CCN spectra merely serves as proof of concept. It will be discussed in more detail in a follow-up study (M. L. Pöhlker et al., 2017b). Thus, in the context of the following CCN parametrization, we will work exclusively with the single-erf fit approach for the following reasons: (i) the single-erf fit represents the simpler parametrization scheme (two fit parameters instead of six) and (ii) the difference in the CCN prediction accuracy of single- vs. double-erf fit turns out to be insignificant.
Figure 16. Predicted vs. measured CCN number concentrations, based on our novel parametrization using time-resolved aerosol number concentrations and average error function fits of CCN efficiency spectra. The panels show the following four variations of the parametrization: (a) erf fit of the annually averaged $N_{CCN}(S)/N_{CN,10}$ vs. $S$ efficiency plot, (b) erf fit of the annually averaged $N_{CCN}(S)/N_{CN,50}$ vs. $S$ efficiency plot, (c) erf fits of the $N_{CCN}(S)/N_{CN,10}$ vs. $S$ efficiency plot, resolved by seasons, and (d) erf fits of the $N_{CCN}(S)/N_{CN,50}$ vs. $S$ efficiency plot, resolved by seasons. This approach requires the following as input data: (i) a time series of total aerosol concentration (e.g., $N_{CN,10}$ from a CPC measurement or $N_{CN,50}$ as model output) and (ii) the parameters of the erf fit (e.g., as provided in Table 7). The color code shows the number of data points falling into the pixel area, following Jurányi et al. (2011). The black line represents a bivariate regression fit of the data.

$N_{CCN,p}(S)$ are summarized in Table 3. The comparison confirms that the cases with $D_{cut} = 50$ nm perform better than $D_{cut} = 10$ nm. Moreover, the seasonally resolved cases show higher prediction accuracies than the annually averaged scenarios. Thus, the highest deviation of 33% is observed for the case of Fig. 16a and the lowest deviation (and therefore best performance) with 17% for the case of Fig. 16d (see Table 3).

In a way, the CCN efficiency spectra parametrization represents a “compromise” between the previously introduced parametrization strategies: it operates with a comparatively small set of input data and still provides good prediction accuracies. The input data require the fit parameters $S_1$ and $w_1$ of the single-erf fit, which reflects the “shape” of the fit functions. This part conveys the specific CCN activation behavior of the given aerosol population (e.g., the wet season scenario). In addition, a time series of $N_{CN,D_{cut}}$ is required, which accounts for the temporal variability of the aerosol population. The new parametrization approach is currently extended and applied to further data sets worldwide (M. L. Pöhlker et al., 2017b).
4 Conclusions

Size-resolved CCN measurements have been conducted at the remote ATTO site in the central Amazon, spanning a full seasonal cycle from March 2014 to February 2015. These measurements represent the first long-term study on CCN concentrations and hygroscopicity in this unique and globally important ecosystem. The reported measurements span the aerosol size range of 20–245 nm and therefore cover the Aitken and accumulation modes, which dominate the aerosol burden in the Amazon throughout the year (Andreae et al., 2015). The supersaturation in the CCN counter was cycled through 10 levels from $S = 0.11 \%$ to $S = 1.10 \%$. Overall, this study presents an in-depth analysis of the key CCN parameters, based on a continuous sequence of more than 10,000 CCN activation curves with a temporal resolution of 4.5 h and therefore allows a detailed analysis of the CCN cycling in the central Amazon Basin.

The Amazonian atmosphere reveals a characteristic bimodal aerosol size distribution, which is dominated by pronounced Aitken and accumulation modes ($D_{\text{Ait}} \sim 70 \text{ nm}$ vs. $D_{\text{Acc}} \sim 150 \text{ nm}$) as well as the sparse occurrence of nucleation-mode particles ($< 30 \text{ nm}$). This size distribution closely relates to the observed CCN properties, as its entire size range – and thus the majority of particles – fall into the CCN-active range. Accumulation-mode particles are CCN active at supersaturations between 0.11 and 0.29%, while supersaturations between 0.47 and 1.10% activate both the Aitken and accumulation modes. The absence of nucleation-mode particles further explains the high activated fractions $N_{\text{CCN}}(S)/N_{\text{CCN,10}}$ that were observed throughout all seasons, with $N_{\text{CCN}}(0.11 \%)/N_{\text{CCN,10}}$ reaching up to 0.4 and $N_{\text{CCN}}(1.10 \%)/N_{\text{CCN,10}}$ constantly exceeding 0.9. These values are substantially higher than corresponding activated fractions at other continental sites worldwide (Jurányi et al., 2011; Levin et al., 2012; Paramonov et al., 2013). Overall, the CCN concentrations $N_{\text{CCN}}(S)$ for all $S$ levels closely follow the pronounced pollution-related seasonal cycle in $N_{\text{CN}}$ that is typical for the Amazon region.

The hygroscopicity parameter $\kappa(S, D_a)$, which reflects the chemical composition of the particles, appears to be remarkably stable throughout the entire measurement period with only a weak seasonal cycle and no perceptible diurnal trends. Numerically, the $\kappa(S, D_a)$ values lie within a rather narrow range from 0.1 to 0.3 for most of the time. The mean hygroscopicity averaged over the entire period and size range and its corresponding standard deviation is $\kappa_{\text{mean}} = 0.17 \pm 0.06$. In terms of particle size, $\kappa(S, D_a)$ reveals a clear size dependence with lower values for the Aitken mode ($\kappa_{\text{Ait}} = 0.14 \pm 0.03$) and elevated levels in the accumulation-mode range ($\kappa_{\text{Acc}} = 0.22 \pm 0.05$). Previous studies showed that the Amazonian aerosol population is dominated by organic aerosols throughout the seasons (Telbort et al., 1988, 1990; Graham et al., 2003; Gunthe et al., 2009; Martin et al., 2010b; Chen et al., 2015). The comparatively low $\kappa(S, D_a)$ values in this study underline this observation. However, the observed difference between $\kappa_{\text{Ait}}$ and $\kappa_{\text{Acc}}$ shows that the Aitken mode is almost purely organic (close to $\kappa = 0.1$), while the accumulation mode is somewhat enriched in inorganic constituents.

Focusing on seasonal differences, substantial changes in the aerosol concentrations and the shape of the size distribution have been observed. During the (clean) wet season, equally strong Aitken and accumulation modes were observed, while during the (polluted) dry season the accumulation mode overwhelms the Aitken mode. The transition periods represent intermediate states between these extremes. Interestingly, the strong seasonal variability in aerosol abundance and sources does not correspond to noticeable changes in $\kappa(S, D_a)$. In other words, $\kappa_{\text{Ait}}$ and $\kappa_{\text{Acc}}$ are almost identical for dry and wet season conditions. The only seasonal period where $\kappa(S, D_a)$ deviates from its typical range is the LRT season when out-of-basin dust, marine sulfate, and sea salt are transported into the Amazon Basin. During this period, a significant increase in $\kappa_{\text{Acc}}$ up to 0.28 is observed. In summary, the seasonally averaged CCN populations (represented by the CCN efficiency spectra) are mostly defined by particle size (i.e., shape of aerosol size distribution). The only episodes when (besides size) chemical variability also matters are the LRT periods with their enhanced $\kappa(S, D_a)$ values.

Based on the CCN key parameters that have been obtained in the present study, we show that the CCN population over Amazonia can be modeled very effectively. Different approaches to infer a CCN concentration from basic aerosol parameters have been compared and it turns out that a remarkably good correlation between modeled and measured data can be obtained based on continuous SMPS time series as well as the annually averaged $\kappa_{\text{Ait}}$ and $\kappa_{\text{Acc}}$ values from this study. Alternatively, CCN concentration can effectively be calculated based on our novel parametrization, which is based on fitted CCN efficiency spectra and continuous time series of total aerosol number concentrations. These efficient approaches to infer the Amazonian CCN population are expected to help improve future modeling studies.

5 Data availability

The CCN data of this study has been deposited as a Supplement. The data is provided in NASA Ames format (see British Atmospheric Data Centre (BADC), 2008). For specific data requests or detailed information on the deposited data, please refer to the corresponding author m.pohlker@mpic.de.
### Table A1. List of symbols.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity and unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A)</td>
<td>CN number concentration derived from erf fit of CCN spectra, (\text{cm}^{-3})</td>
</tr>
<tr>
<td>(a(S,D_i))</td>
<td>cumulative Gaussian fit of multi-charge CCN activation fraction at a given (D) and (S)</td>
</tr>
<tr>
<td>(a(S,D))</td>
<td>cumulative Gaussian fit of CCN activation fraction at a given (S)</td>
</tr>
<tr>
<td>(c_{CO})</td>
<td>CO mole fraction, ppb</td>
</tr>
<tr>
<td>(D)</td>
<td>mobility equivalent particle diameter, nm</td>
</tr>
<tr>
<td>(D_{a}(S))</td>
<td>midpoint activation diameter determined from CCN activation curve, nm</td>
</tr>
<tr>
<td>(D_{Ait})</td>
<td>position of Aitken-mode maximum, nm</td>
</tr>
<tr>
<td>(D_{Acc})</td>
<td>position of accumulation-mode maximum, nm</td>
</tr>
<tr>
<td>(D_{cut})</td>
<td>lower cutoff diameter in aerosol number reference concentration (N_{CN,D_{cut}}, \text{nm})</td>
</tr>
<tr>
<td>(D_{H})</td>
<td>position of Hoppel minimum, nm</td>
</tr>
<tr>
<td>(f(D_i))</td>
<td>multiple-charged fraction at a given (D)</td>
</tr>
<tr>
<td>(f_{org})</td>
<td>organic mass fraction</td>
</tr>
<tr>
<td>(f_{inorg})</td>
<td>inorganic mass fraction</td>
</tr>
<tr>
<td>(I)</td>
<td>number of charges</td>
</tr>
<tr>
<td>(\kappa)</td>
<td>hygroscopicity parameter</td>
</tr>
<tr>
<td>(\kappa(S,D_{a}))</td>
<td>hygroscopicity parameter determined from CCN activation curve</td>
</tr>
<tr>
<td>(\kappa_{Acc})</td>
<td>mean hygroscopicity parameter for accumulation-mode particles</td>
</tr>
<tr>
<td>(\kappa_{Ait})</td>
<td>mean hygroscopicity parameter for Aitken-mode particles</td>
</tr>
<tr>
<td>(\kappa_{mean})</td>
<td>mean hygroscopicity parameter for all measured (S)</td>
</tr>
<tr>
<td>(\text{MAF}(S))</td>
<td>maximum activated fraction determined by CCN activation curve</td>
</tr>
<tr>
<td>(N)</td>
<td>number of data points</td>
</tr>
<tr>
<td>(N_{CN}(S))</td>
<td>CCN number concentration at a given (S), (\text{cm}^{-3})</td>
</tr>
<tr>
<td>(N_{CCN,p}(S))</td>
<td>predicted CCN number concentration at a given (S), (\text{cm}^{-3})</td>
</tr>
<tr>
<td>(N_{CN}(S,D_{a}))</td>
<td>CCN number concentration determined from CCN activation curve, (\text{cm}^{-3})</td>
</tr>
<tr>
<td>(N_{CN}(S,D)/N_{CN}(D))</td>
<td>CCN activation fraction</td>
</tr>
<tr>
<td>(N_{CN}(S)/N_{CN,D_{cut}})</td>
<td>CCN efficiency for aerosol reference concentration (N_{CN,D_{cut}})</td>
</tr>
<tr>
<td>(N_{CN,D_{cut}})</td>
<td>aerosol number reference concentration ((&gt; D_{cut})), (\text{cm}^{-3})</td>
</tr>
<tr>
<td>(N_{CN,10})</td>
<td>aerosol number reference concentration ((&gt; 10 \text{ nm})), (\text{cm}^{-3})</td>
</tr>
<tr>
<td>(N_{CN,50})</td>
<td>aerosol number reference concentration ((&gt; 50 \text{ nm})), (\text{cm}^{-3})</td>
</tr>
<tr>
<td>(N_{CN,Acc})</td>
<td>CN number concentration for accumulation-mode particles, (\text{cm}^{-3})</td>
</tr>
<tr>
<td>(N_{CN,Ait})</td>
<td>CN number concentration for Aitken-mode particles, (\text{cm}^{-3})</td>
</tr>
<tr>
<td>(P_{ATTO})</td>
<td>precipitation rate at ATTO site, (\text{mm day}^{-1})</td>
</tr>
<tr>
<td>(P_{TRMM})</td>
<td>precipitation rate from TRMM mission, (\text{mm day}^{-1})</td>
</tr>
<tr>
<td>(S)</td>
<td>water vapor supersaturation, %</td>
</tr>
<tr>
<td>(S_c)</td>
<td>critical supersaturation for CCN activation, %</td>
</tr>
<tr>
<td>(S_{\text{cloud}}(D_{H},\kappa))</td>
<td>average cloud peak supersaturation, %</td>
</tr>
<tr>
<td>(s(D))</td>
<td>SMPS size distribution, (\text{cm}^{-3})</td>
</tr>
<tr>
<td>(s(D_i))</td>
<td>multi-charge size distribution of (D), (\text{cm}^{-3})</td>
</tr>
<tr>
<td>(S_0)</td>
<td>abscissa transect of erf fit of CCN spectra, %</td>
</tr>
<tr>
<td>(S_1)</td>
<td>midpoint activation supersaturation determined from CCN efficiency spectra, %</td>
</tr>
<tr>
<td>(w_0)</td>
<td>width of erf fit of CCN spectra</td>
</tr>
<tr>
<td>(w_1)</td>
<td>width of erf fit of CCN efficiency spectra</td>
</tr>
<tr>
<td>(x_0)</td>
<td>position of mobility equivalent particle diameter, nm</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>width of log-normal fit of Aitken and accumulation modes</td>
</tr>
<tr>
<td>(\sigma(S))</td>
<td>width of CCN activation curve, nm</td>
</tr>
<tr>
<td>(\sigma(S)/D_{a}(S))</td>
<td>heterogeneity parameter</td>
</tr>
</tbody>
</table>
Table A2. List of abbreviations.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACSM</td>
<td>aerosol chemical speciation monitor</td>
</tr>
<tr>
<td>AOT</td>
<td>aerosol optical thickness</td>
</tr>
<tr>
<td>ATTO</td>
<td>Amazon Tall Tower Observatory</td>
</tr>
<tr>
<td>ACRIDICON</td>
<td>aerosol, cloud, precipitation, and radiation interactions and dynamics of convective cloud systems</td>
</tr>
<tr>
<td>BUNIAACIC</td>
<td>Brazil–UK network for investigation of Amazonian atmospheric composition and impacts on climate</td>
</tr>
<tr>
<td>BC</td>
<td>black carbon</td>
</tr>
<tr>
<td>CCN</td>
<td>cloud condensation nuclei</td>
</tr>
<tr>
<td>CCNC</td>
<td>cloud condensation nuclei counter</td>
</tr>
<tr>
<td>CN</td>
<td>condensation nuclei</td>
</tr>
<tr>
<td>CHUVA</td>
<td>cloud processes of the main precipitation systems in Brazil: a contribution to cloud resolving modeling and to the GPMs (global precipitation measurements)</td>
</tr>
<tr>
<td>CPC</td>
<td>condensation particle counter</td>
</tr>
<tr>
<td>CO</td>
<td>carbon monoxide</td>
</tr>
<tr>
<td>DMA</td>
<td>differential mobility analyzer</td>
</tr>
<tr>
<td>ENSO</td>
<td>El Niño–Southern Oscillation</td>
</tr>
<tr>
<td>Erf</td>
<td>log-normal error function</td>
</tr>
<tr>
<td>GCMs</td>
<td>global climate models</td>
</tr>
<tr>
<td>GoAmazon14/5</td>
<td>green ocean Amazon 2014/5</td>
</tr>
<tr>
<td>HALO</td>
<td>high-altitude and long-range research aircraft</td>
</tr>
<tr>
<td>HTDMA</td>
<td>hygroscopicity tandem differential mobility analyzer</td>
</tr>
<tr>
<td>IN</td>
<td>ice nuclei</td>
</tr>
<tr>
<td>IOP</td>
<td>intensive observation period</td>
</tr>
<tr>
<td>LES</td>
<td>large eddy simulation</td>
</tr>
<tr>
<td>LRT</td>
<td>long-range transport</td>
</tr>
<tr>
<td>NPF</td>
<td>new particle formation</td>
</tr>
<tr>
<td>ONI</td>
<td>Oceanic Niño Index</td>
</tr>
<tr>
<td>OPC</td>
<td>optical particle counter</td>
</tr>
<tr>
<td>PSL</td>
<td>polystyrene latex</td>
</tr>
<tr>
<td>RH</td>
<td>relative humidity</td>
</tr>
<tr>
<td>SE</td>
<td>standard error</td>
</tr>
<tr>
<td>SMPS</td>
<td>scanning mobility particle sizer</td>
</tr>
<tr>
<td>SOA</td>
<td>secondary organic aerosol</td>
</tr>
<tr>
<td>SST</td>
<td>sea surface temperature</td>
</tr>
<tr>
<td>TRMM</td>
<td>tropical rainfall measuring mission</td>
</tr>
<tr>
<td>UTC</td>
<td>coordinated universal time</td>
</tr>
</tbody>
</table>
The Supplement related to this article is available online at doi:10.5194/acp-16-15709-2016-supplement.
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