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Abstract— Wireless sensor networks are used in many environmental monitoring applications (e.g., to monitor forest fires or volcanoes). In such applications, sensor nodes have a limited quantity of energy, but must operate for years without having their batteries changed. The main mechanism used to allow nodes to save energy is to sequence periods of activity and inactivity. However, the design of MAC and routing protocols for applications with low duty-cycle is still a challenge. In this paper, we propose an efficient flooding-based protocol combined with an unsynchronized MAC protocol operating at very low duty-cycle (< 1%) called E-ADCR (Energy-efficient Asynchronous low Duty-Cycle Routing protocol). Although flooding-based routing protocols are usually very simple to implement, they are often costly in terms of bandwidth, due to the large number of data copies. Our flooding-based routing protocol has the following features: (i) it benefits from rare common activities to reduce the amount of data copies generated by the flooding mechanism, (ii) it guarantees the reception of frames by a limited number of receivers by sending frames multiple times during the active period, and (iii) it uses a queue management policy to ensure that frames do not stay too long in queues. With these features and the strong cross-layer design with the MAC protocol, our protocol is able to achieve good performance with this very low duty-cycle.

Index Terms— WSN; flooding-based routing protocol; asynchronous MAC protocol; duty-cycle.

I. INTRODUCTION

Wireless sensor networks (WSNs) are used in many applications for environmental monitoring, such as forest fire monitoring or volcanoes monitoring. In such applications, nodes are deployed over a large area and must operate for several months (or even years) without human intervention. The main method used to allow nodes to save energy is to sequence periods of activity (with their radio component turned on) and inactivity (with their radio component turned off) according to a certain duty-cycle. The duty-cycle represents the proportion of time when the radio component of the node remains active. For example, an activity rate of 1% means that the nodes keep their radio off during 99% of the time, and only turn it on during 1% of the time.

The MAC protocols for applications with low duty-cycle can be generally classified into synchronous or asynchronous. Synchronous MAC protocols generate a large number of control messages to achieve synchronization prior to exchanging the data, which hinders their usage when the duration of the activity of nodes is very short. Asynchronous MAC protocols do not require synchronization but usually cause large delays due to rare period of common activities between neighboring nodes.

Routing protocols have to deal with the low data rate provided by MAC protocols (which can be even reduced by the high contention for the medium access). Thus, routing protocols with limited control overhead are preferred in our context.

In this paper, we propose the E-ADCR (Energy efficient Asynchronous low Duty-Cycle Routing) protocol, which is an energy efficient flooding-based routing protocol combined with the MAC protocol of [1]. The protocol in [1] is an asynchronous, blind and opportunistic MAC protocol, i.e., nodes do not attempt to predict the activities of other nodes. In our flooding-based routing protocol, nodes are constantly sending their packets during their active period, without waiting for the detection of a potential receiver (thus, reducing the overhead). Our protocol generates few copies for each message. Simulations show that our protocol provides good performance for very low duty-cycles, unlike existing protocols.

The remainder of this paper is organized as follows. In section II, we present existing MAC and routing protocols which operate with low duty-cycle. In section III, we describe our proposition of a flooding-based routing protocol. In section IV, we show by simulation that our routing protocol provides better performance at very low duty-cycle than the existing routing protocols. Finally, we conclude our work in section V.
II. RELATED WORKS

In this section, we review some MAC and routing protocols proposed in the literature for WSNs.

A. MAC protocols for WSNs

MAC protocols for WSNs can generally be classified into two categories: synchronous and asynchronous. In synchronous MAC protocols, nodes agree on a common schedule for their activities and inactivity. Generally, all nodes are active simultaneously, and switch to sleep mode at the same time. In asynchronous MAC protocols, there is no common schedule.

1) MAC protocols with synchronous duty-cycle: The standard IEEE 802.15.4 [2] in beacon enable mode is the main synchronous duty-cycle MAC protocol. The nodes are synchronized on the coordinator wake-up by receiving its beacon, which indicates the superframe duration, as shown in Figure 1. The superframe is divided into two periods: a contention access period (CAP) and a contention free period (CFP). During the CAP, nodes access to the medium with competition according to the slotted CSMA/CA algorithm. In this algorithm, time is divided into backoff periods and transmission attempts begin after a random number of backoff periods. During the CFP, time is divided into guaranteed time slots (GTS) and nodes which have obtained a GTS during the CAP can send directly their data frame.

Other synchronous MAC protocols have been proposed, such as: TSMP [3], D-MAC [4], DW-MAC [5], MC-LMAC [6], [7], SEA-MAC [8] and [9]. In these protocols, nodes agree on the same wake-up time. The first node that broadcasts its wake-up schedule becomes the synchronizer. Note that communications between synchronized nodes is easy, because all nodes share their activity, and save energy during their common inactivity period. However, the drawback in these protocols reside in the implementation of this synchronization. It is very costly in term of energy because it requires a large number of control messages. Moreover, the fact that several nodes are active simultaneously increases the contention and collisions, and therefore the waste of energy.

2) MAC protocols with asynchronous duty-cycle: Asynchronous MAC protocols do not require that nodes agree on a common schedule to operate. Such protocols can be classified into two categories according to the initiator of communications: sender-initiated if communications are initiated by the sender, and receiver-initiated if communications are initiated by the receiver.

In sender-initiated protocols, most of the communication load is supported by the sender. One of the first protocols based on this principle is B-MAC (Berkeley MAC) [10]. In B-MAC, the sender sends a long preamble before the effective transmission of data frames. When a neighboring node wakes up and detects the preamble, it remains active until the data transmission. This mechanism requires that neighbor nodes remain active until the end of the transmission, which consumes energy unnecessarily.

The WiseMAC [11] protocol has been proposed in order to reduce the over-listening in B-MAC. It uses several small preambles frames separated by short intervals, instead of one long preamble frame. Nodes include the date of their next wake-up in the acknowledgments. Thus, the sender can wake up just before the receiver, send a small preamble frame and quickly begin sending its data frames.

The X-MAC [12], [13] protocol has also been proposed to reduce the over-listening in B-MAC. In X-MAC, nodes wake up regularly and listen to the channel for 20 ms. If no preamble is detected, or if a node receives a preamble for a frame not intended for it, it switches to sleep mode for 500 ms. A node which has a packet to send wakes up immediately and listens to the channel. When the channel is free, the node sends a preamble frame with the receiver address and waits for an acknowledgment, as shown in Figure 2. When a node receives a preamble intended for it, it sends an acknowledgment to the source of the preamble to indicate its availability and remains active to receive the data. After the first sending of preamble frame, if a node hears the preamble of another node, it stops sending the preamble and waits for the acknowledgment of the current preamble before resuming with its own preambles. When a node that has stopped sending its preamble receives an acknowledgment of the expected receiver, that node waits for a random time after which it sends its packet. In this way, X-MAC provides a low end-to-end delay, but generates several collisions because the interval between two preambles can be interpreted as a free channel. Moreover, the fact that there is no acknowledgment for the data packet means that the sender has no knowledge of the reception of the packet by the receiver, which impacts greatly the data delivery rate. Finally, like most asynchronous sender-initiated MAC protocols, some nodes remain active much longer than others, which causes a problem of fairness in energy consumption, as shown in [14].

In receiver-initiated protocols, nodes wake up independently and indicate their availability to receive data by sending beacons. The main protocol based on this mechanism is RI-MAC [15]. In RI-MAC, when a node has a data frame to send, it wakes up immediately and waits for the beacon of a potential receiver. When a node which has no packets to send wakes up, sends the beacon and does not detect any data frame during a given period, it returns to sleep mode. Just after reception of a receiver beacon, the senders send their data frames.
immediately. This mechanism can generate collisions, but RI-MAC includes a collision management mechanism with a new broadcast of the beacon when the sender detects collisions. RI-MAC reduces the occupation of the channel caused by the preambles of X-MAC, and provides a good delivery rate ratio with low end-to-end delay. However, it does not guarantee a good trade-off between energy consumption and throughput.

The PW-MAC [16] protocol improves RI-MAC by reducing the energy waste of the sender when it is waiting for the receiver to wake up. To do this, PW-MAC uses a node-dependent, pseudo-random generator for the wake-up times. When a node knows the parameters of the pseudo-random generator of its receiver and has data frames for this receiver, it predicts the receiver wake-up and wakes up at the right time. PW-MAC incorporates a prediction error correction mechanism and efficiently manages retransmissions compared to RI-MAC. Indeed, in case of unsuccessful retransmissions, the nodes do not remain awake until the next wake-up of the receiver, but make a new prediction of the next wake-up of the receiver and switch to sleep mode until this time. However, PW-MAC does not solve the problem of unfairness in energy consumption in RI-MAC. It also causes many collisions when multiple senders send simultaneously their data frames to the same receiver. In addition, the parameters of the pseudo-random generator (which is a linear congruential generator with step of 1, of the type \( X_{n+1} = (aX_n + c) \mod m \)) chosen by the authors generates sequences of period 1. Indeed, the choice of \( a = 20 \times \text{nodeID}, \ c = 7 \) and \( m = 1000 \) does not respect the property of maximum period of [17], which states that a sequence has a maximum period (that is, of length \( m \)) if and only if: \( c \) is prime with \( m \), \( b = a - 1 \) is a multiple of \( p \) for each prime \( p \) dividing \( m \), and \( b \) is a multiple of 4 if \( m \) is a multiple of 4. For example, if we consider node 1 (with nodeID = 1), we have \( a = 20 \times 1 = 20 \) and \( b = a - 1 = 19 \). The prime numbers 2 and 5 both divide \( m = 1000 \), but are not multiples of \( b \). Node 1 generates the sequence 7, 147, 947, 947, 947, etc. A choice of \( a = 21 \), \( X_0 = \text{nodeID}, \ c = 7 \) and \( m = 1000 \) would have been more suitable.

In OC-MAC [18], the senders cooperate to elect one sender that awaits the availability of a given receiver, thereby reducing the energy consumption of senders.

In HKMAC [19], an hybrid approach is used. Time is divided into random activation periods (RPs) and scheduled activation periods (SPs). During RPs, nodes operate as in RI-MAC. During SPs, nodes operate adaptively adjust their beacon sending time to allow the senders to schedule their wake-up time in order to reduce the large listening time of senders in RI-MAC.

Note that asynchronous MAC protocols eliminate the complexity of synchronization, but can generate a long end-to-end delay. Moreover, they do not provide fairness in the energy consumption of nodes, which reduces the overall network life time.

We proposed a receiver-initiated MAC protocol which provides fairness between nodes in term of energy consumption, in [1]. This protocol operates as follows: each node knows the duration of the global cycle, denoted \( c \), and the duration of its activity within each global cycle, denoted \( a \). Note that \( a \) and \( c \) is the same for all the nodes. Each node turns its radio component on during \( a \) time units every \( c \) time units, thus resulting into a duty-cycle of \( a/c \). However, each node chooses uniformly at random the beginning of the activity within each global cycle, in the interval \([0; c - a]\). With this mechanism, the nodes are not synchronized. When a node is active, it uses the unslotted CSMA/CA method of the standard IEEE 802.15.4 to access the medium and sends a beacon to express its availability (see Figure 3). This protocol is blind, in the sense that the nodes do not make assumptions about the activities of other nodes. Figure 4 shows an example of the activities of three neighbor nodes \( n_1, n_2 \) and \( n_3 \). It can be noticed that the global cycles of each node are not synchronized. During the first global cycle of \( n_1 \), nodes \( n_1 \) and \( n_2 \) can communicate. However, nodes \( n_1 \) and \( n_3 \) must wait until the middle of the second global cycle of \( n_1 \) to communicate.

![Fig. 2: X-MAC’s short preamble mechanism.](image_url)

![Fig. 3: Zoom on the activity of a node during a cycle.](image_url)

![Fig. 4: Activities of three nodes, with a duty-cycle of 25%](image_url)
propagation conditions), it requires few control messages, and it can work with very low and fixed duty-cycle for all nodes (thus providing both fairness and energy-efficiency).

B. Routing protocols for WSNs

Many routing protocols for WSN have been proposed in the literature. Most of these protocols assume that nodes are always active, or that the MAC protocol is synchronous, so that the activities of nodes overlap completely. We focus in this paper on the routing protocols that do not make such assumptions and that take advantage of opportunistic meetings. We describe more specifically some flooding-based routing protocols, as our contribution relates to this category.

1) Opportunistic gradient routing protocols: Opportunistic routing protocols allow nodes to communicate randomly during the meetings. They are often used in the context of MANET (Mobile AdHoc NETworks), but are also suitable for WSNs with infrequent and non-periodic meetings. Generally, these protocols are based on the calculation of a gradient, which is a distance from node to sink (using the number of hops, the residual energy, links reliability, etc.). The nodes send their packets to neighbors having a smaller gradient than their own. The main advantage of these protocols is that opportunistic communications provide some robustness to topology changes.

In ORW [20], the transmission of a packet by a sender node is acknowledged only by the first neighbor which provides a better path to the destination. This neighbor is not necessarily known in advance by the sender.

In [21], GMRP [22] and [23], the relay nodes select the paths with minimum delay to the sink.

ASSORT [24] aims to minimize the energy cost while sending each packet. Each node calculates the energy cost of a transmission by taking into account the cost of all its potential relays. Thus, the paths are chosen according to relays that provide the lowest energy cost from the sender to the sink.

2) Opportunistic flooding-based routing protocols: Flooding routing protocols broadcast multiple copies of each packet in the network, in order to ensure that the destination is eventually reached. For reducing the number of data copies, these protocols are often based on a logical tree topology for broadcasting.

Guo et al. have proposed in [25] an opportunistic flooding-based routing protocol, from sinks to nodes, that operates with a low duty-cycle and with unreliable links.

In [25], the packets are broadcast via an optimal energy tree, from parent nodes to child nodes. This protocol reduces the flooding delay by exploiting links outside of the optimal energy tree (which are considered unreliable links) for sending the new packets. The senders select a relay according to a probabilistic decision based on the distribution of the delay of neighbors.

In [26] and [27], the flooding is performed from sinks to nodes according to a tree topology. The nodes having the same parent wake up simultaneously to receive the data frames from their father.

In [28], the authors have proposed a centralized algorithm to estimate the cost of forwarding messages and the latency to cover a given network. They proposed a dynamic programming algorithm to determine the best trade-off in cost between the transmission sequences.

Note that most of the flooding-based routing protocols of the literature assume one-to-many communications, where the sink sends data to all the nodes of the network. Such protocols are not suitable for applications that require many-to-one communications, where the sensors send data to the sink.

Zhang and Fromherz proposed in [29] a flooding-based routing protocol for WSNs called constrained flooding (CF) for many-to-one communications. In CF, nodes compute a gradient called cost-to-go according to the routing objectives (e.g., shortest path from nodes to the sink). Each node \( n \) maintains an estimation of its cost-to-go \( c(n) \) and of the cost-to-go of its neighbors. Each time a node \( n \) hears a packet from a neighbor \( v \), if \( n \) is the expected destination of the frame, \( n \) updates the value of the cost-to-go of its neighbor \( c_n(v) \) and re-estimates its own cost-to-go \( c(n) \) using the following formula:

\[
c(n) \leftarrow (1 - \alpha)c(n) + \alpha c(v) + \min_v c_n(v),
\]

where \( 0 < \alpha \leq 1 \) is the listening rate and \( c(v) \) is the cost function. CF does not require periodic updates to re-estimate the cost-to-go. The rules used before a packet from a neighbor \( v \) is broadcasted are the following:

1) The difference between \( c(n) \) and \( c_n(v) \) must be lower than a value called temperature and denoted \( T \). This temperature gradually decreases.

2) In order to avoid collisions, a waiting time is set before the broadcast of each packet. This delay \( \Delta \) is computed as a function of the difference between \( c(n) \) and \( c_n(v) \). The greater is \( \Delta \), the smaller is the delay. For example, the delay function \( \delta \) can be expressed as \( \delta(\Delta) = D/e^{\Delta} \), where \( D \) is a constant.

3) After this delay, a probabilistic policy is used by \( n \) to decide to send the packet or not. The more a packet is heard by a node, the less likely it will be broadcasted. The broadcast probability can be expressed as \( p(C) = 1/C^\gamma \), where \( C \) is the number of times the packet is heard and \( \gamma \leq 0 \) is the trade-off between robustness and energy.

CF reduces the number of packet copies in the network while ensuring that nodes with a large cost-to-go have their packets forwarded by neighbors with a lower cost-to-go. However, the fact that nodes automatically update their cost-to-go when they hear other nodes can yield many packet losses. Indeed, let us consider a node \( n \) with \( c(n) = 4 \) which hears a neighbor \( v \) through a low quality link, and with \( c(v) = 2 \). Since \( n \) was able to hear a message from \( v \), \( n \) updates \( c(n) \) with value 3. From now on, \( n \) will only forward messages to \( v \) (or to other nodes having a cost-to-go of 2), even if \( v \) cannot receive all messages from \( n \). Likewise, the delay mechanism before broadcasting packets proposed in CF...
has no random parameter, which may increase the number of collisions. For example, two neighbors that receive a given packet for the first time will have exactly the same delay before packet transmission, $D$ being fixed.

Note that the main problem of many of the previous routing protocols is that they require maintaining a neighbor table or routing information (e.g., a logical tree, or the knowledge of a cost to the destination). This maintenance requires several control messages and it is difficult to achieve when the common activities of neighboring nodes are rare.

III. DESCRIPTION OF E-ADCR

In this section, we propose to design a flooding-based routing protocol using the asynchronous, low duty-cycle MAC protocol described in [1] (see Section II). This MAC protocol operates with very low duty-cycle, but the neighbors nodes meet rarely and for short durations. In our flooding-based routing protocol, the nodes maintain little information about the topology. The nodes constantly send their data frames (using the CSMA/CA algorithm for medium access) during their active period, without waiting to detect a potential receiver. Thus, when two neighbor nodes are active simultaneously, they begin exchanging data packets, instead of wasting time (within an already short time interval) exchanging control packets. It is clear that this approach increases the competition for channel access, however, we consider that this increase is small since the probability of having many active nodes simultaneously is also low (due to the low duty-cycle). Thus, the energy load is limited, since the sensor nodes consume approximately the same amount of energy when listening or transmitting (with a transmission power of 0 dBm, the CC2420 component consumes 18.8 mA in listen mode and 17.4 mA in transmission mode [30]).

![Fig. 5: Packets queuing mechanism](image)

The E-ADCR (Energy efficient Asynchronous low Duty-Cycle Routing protocol) routing protocol works as follows. Initially, the sink broadcasts a beacon with a parameter $hop = 0$. All nodes that hear this beacon with higher reception power than a given threshold (called robustness threshold), set their $hop$ to the value received plus one, then rebroadcast a beacon (with their $hop$) and switch to sleep mode until the next wake-up time. After a short initialization phase, each node has an estimation of its number of hops to the sink. It can be noted that it is possible to update the parameter $hop$ in case of change of topology or mobility, by inserting the $hop$ parameter into data packets. This $hop$ parameter allows each node to set the $TTL$ parameter for packets, which is the maximum number of links a packet can travel according to reach the destination.

Our protocol uses a packet queue, shown in Figure 5. Part (a) of Figure 5 shows the case where the queue is not full : the new packets are put at the end of queue. When a new packet arrives and the queue is full (see Figure 5(b)), the first packet in the queue (position 1) is removed and all other packets are shifted down to release the end position in order to add the new packet (see Figure 5(c)).

The $TTL$ parameter is set by the nodes when generating their packet, and is initialized with $TTL \leftarrow 2 \times hop$. The factor 2 ensures that on average, at each hop, packets can be broadcast at most 2 times. Another parameter called $queueDate$ and representing the queuing time is set in each packet. Each packet also includes an unique number (composed of the generated node ID and the packet generation number for this node).

The routing protocol is described in Algorithm 1 and operates as follows.

1) Just before its next activity, a node removes expired packets from its queue. Indeed, to ensure that the packets do not stay indefinitely in the queue, the packets have a limited queue lifetime noted $maxQueueTime$.

2) When a node receives a packet, if the node is the packet destination, the packet is sent to the upper layers. Otherwise, the node checks whether this packet is new in the queue (using the packet unique number) and whether $TTL > 0$. When both conditions hold, the node decrements the $TTL$ parameter and puts the packet in the queue. This mechanism prevents a packet from circulating for a long time in the network.

3) When a node is active and has packets in its queue, it starts broadcasting those packets from the top (i.e., the last packet queued) to the bottom of the queue, until the end of its activity. The packets are not systematically removed from the queue after their broadcast because it is likely that these packets are not actually received (recall that a node sends packets without prior knowledge of the activity of any potential receiver). If a node has sent all the packets in its queue and is still active, it restarts the broadcast from the top of the queue. For example, in Figure 5(a), the node will send $p_3$, $p_2$, $p_1$, $p_3$, $p_2$, etc. Indeed, it is possible that a neighbor node starts its activity towards the end of the activity of the current node : if the packets are not retransmitted, the neighbor will not have the opportunity to receive this data.

The advantages of our flooding routing protocol can be summarized as follows.

1) It requires a limited amount of control messages before sending the data packets.

2) It takes advantage of the simplicity and efficiency of the shortest path, like all flooding-based routing
Algorithm 1 Algorithm of our flooding-based routing protocol

Require: node n switches to active mode
  if queue of n is not empty then
    current ← position of the last packet in queue
    for each position of packets in queue (from 0 to current) do
      p ← packet at position current in queue
      if currentDate = queueDate(p) ≥ maxQueueTime then
        remove packet p from queue
        current ← current − 1
      end if
    end for
  end if
  while node n is active do
    if node n receives a packet p then
      if (dest(p) = n) then
        send p to the upper layers
      else
        if p is not already in queue and TTL(p) > 0 then
          TTL(p) ← TTL(p) − 1
          queueDate(p) ← currentDate
          put p in queue
        end if
      end if
    end if
    if queue of n is not empty then
      current ← position of the last packet in the queue
      n broadcasts the packet of position current in queue
      current ← current − 1
      if current = 0 then
        current ← position of the last packet in the queue
      end if
    end if
  end while

3) It does not inherit the overhead of traditional flooding protocols caused by a large number of packet copies. Indeed, the MAC protocol combined with the routing protocol allows only short common activities between nodes (which is due to the low duty-cycle) and the average number of active nodes at a given time is always low, so there are few data copies and low contention for medium access.

4) It does not require periodic update of the hop (which is just an indication to avoid packets traveling more links than needed to reach the destination).

IV. Simulation results

In order to evaluate the performance of our routing protocol, we performed several simulations. In Subsection IV-A, we describe our simulation environment. In Subsection IV-B, we compare by simulation the MAC protocols of the literature (including the protocol proposed in [1]). In Subsection IV-C, we compare by simulation our flooding-based routing protocol E-ADCR with the routing protocols of the literature.

A. Simulation parameters

Our simulations are performed using the network simulator NS-2 [31]. The parameters that are common in all simulations are contained in Table I. In our simulations, we used 10 topologies of 100 nodes. In each topology, nodes are deployed uniformly at random in the area. The sink node is the node closest to the bottom-right-hand corner. We generated traffic from 30 random source nodes to the sink. We observed in our topologies a maximum hop count of 7 on the paths from the sources to the sink. In all the following results, each point is an average of 10 repetitions for each topology.

<table>
<thead>
<tr>
<th>Deployment areas</th>
<th>170 m x 170 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission range</td>
<td>about 30 m</td>
</tr>
<tr>
<td>Total number of nodes</td>
<td>100</td>
</tr>
<tr>
<td>Number of source nodes</td>
<td>30</td>
</tr>
<tr>
<td>Transmission power</td>
<td>-1 dBm</td>
</tr>
<tr>
<td>Propagation model</td>
<td>Shadowing</td>
</tr>
<tr>
<td>Path loss exponent</td>
<td>2.74</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>2.0</td>
</tr>
<tr>
<td>Packet size</td>
<td>30 bytes</td>
</tr>
<tr>
<td>Queue size</td>
<td>30 packets</td>
</tr>
<tr>
<td>Number of topologies</td>
<td>10</td>
</tr>
<tr>
<td>Number of repetitions per topology</td>
<td>10</td>
</tr>
<tr>
<td>Simulation duration</td>
<td>1 hour (3600 s)</td>
</tr>
</tbody>
</table>

B. Performance evaluation of the MAC protocols

In order to justify the use of [1] as the underlying MAC protocol for our E-ADCR protocol, we compare the MAC protocol of [1] with X-MAC [12], RI-MAC [15] and PW-MAC [16], which are the most representative MAC protocols with asynchronous duty cycles. We also include in the comparison the IEEE 802.15.4 standard [2], as it is the main MAC protocol with synchronous duty cycles. Note that, in this subsection, the same gradient-based routing protocol is used to route the packets to the sink.

Figures 6 and 7 show the delivery ratio and the end-to-end delay of data packets, respectively, as a function of the traffic generation period, for the IEEE 802.15.4 standard [2], X-MAC [12], RI-MAC [15], PW-MAC [16] and the protocol of [1]. The traffic generation period ranges from 5 s (which corresponds to a high traffic generation for a duty-cycle of 1%) to 30 s (which corresponds to a relatively low traffic generation for this duty-cycle).

For IEEE 802.15.4, the packet delivery ratio increases from 12% to 50% and the delay decreases from 163 s to 44 s, as a function of the traffic generation period. This low packet delivery ratio is due to a strong contention, as nodes are all synchronized during short time periods. This strong contention generates many collisions and causes
overflows in nodes queues, causing a large packet loss ratio. It is also important to note that these results do not take into account the cost of synchronization, which is not implemented (all nodes are natively and perfectly synchronized in the simulation).

For the X-MAC protocol, the packet delivery ratio increases from 70% to 76% and the delay is 2 s. Packet losses occur mainly due to the relatively high number of preambles, and because a sender has no knowledge of the successful reception of packets by the receiver. The low delay is due to the fact that X-MAC does not set a fixed duty-cycle for each node: when a node has packets to transmit, it remains active to send them.

For the RI-MAC protocol, the packet delivery ratio increases from 97% to 100% and the delay is 1 s. The high delivery ratio and the very low delay is due to the fact that as X-MAC, RI-MAC does not set a fixed duty-cycle for each node. RI-MAC reduces the channel occupation with respect to X-MAC, thus generating less collisions, and senders in RI-MAC are informed about the successful reception of packets by acknowledgments.

For the PW-MAC protocol, the packet delivery ratio is always 100% and the delay decreases from 3 s to 2 s. The delay with PW-MAC is slightly larger than with RI-MAC because nodes do not remain active until the receiver awakens. Indeed, the senders predict the awakening of the receiver. This reduces the energy consumption, but leads to an increase in the average delay every time there is a non-successful prediction.

For the protocol of [1], the packet delivery ratio increases from 66% to 99% and the delay decreases from 150 s to 43 s. The packet delivery ratio is low when the traffic is high, because the duration of the common activities is not sufficient to support a high traffic load. In contrast, the protocol of [1] achieves a large packet delivery when the traffic load is low, at the cost of a larger delay.

Figure 8 shows the average energy consumption in joules for a period of 1 hour, as a function of the traffic generation period (from 5 s to 30 s). This energy consumption is computed using the following formula:

\[
\text{Energy} = (T_{\text{Time}} \times T_{\text{Mode}} + L_{\text{Time}} \times R_{\text{Mode}} + W_{\text{UpTime}} \times R_{\text{Mode}} + I_{\text{IdleTime}} \times I_{\text{Mode}}) \times \text{Volt},
\]

where \(T_{\text{Mode}}, R_{\text{Mode}}, I_{\text{Mode}}\) are the energy spent in transmission, reception or idle mode, and are defined according to [30]. \(T_{\text{Time}}, L_{\text{Time}}, W_{\text{UpTime}}\) and \(I_{\text{IdleTime}}\) correspond to the time spent in the following states: transmission, reception, radio activation/deactivation, and sleep. Finally, \(\text{Volt}\) represents the battery voltage.

For IEEE 802.15.4 and the protocol of [1], the energy consumption is always below 2 J. For X-MAC, the energy
consumption decreases from 15 J to 8 J. For RI-MAC, it decreases from 14 J to 7 J. For PW-MAC, it decreases from 14 J to 6 J. The energy consumption in X-MAC, RI-MAC and PW-MAC is high because nodes have to be active more than 1% of the time when they have packets to send, while nodes in IEEE 802.15.4 and the protocol of [1] keep the fixed duty-cycle.

The results for the MAC protocols show that synchronous duty-cycle MAC protocols are not adapted to low duty-cycles. Likewise, the asynchronous MAC protocols that do not operate at a fixed duty-cycle for all nodes are not adapted to low duty-cycles, as they yield large energy consumption. It can also be noticed that the energy consumption is not distributed fairly among nodes. For instance, the maximum energy consumption of a node for a small traffic generation period of 5 s is 60 J for X-MAC, 61 J for RI-MAC and 45 J for PW-MAC. The maximum energy consumption of a node for a large traffic generation period of 30 s is 18 J for X-MAC, 23 J for RI-MAC and 13 J for PW-MAC. The protocol of [1] provides the best trade-off in terms of energy consumption, packet delivery ratio, and end-to-end data delay for environmental monitoring applications which require a large network lifetime. Thus, we use the MAC protocol of [1] as the underlying MAC protocol in the following.

C. Evaluation of E-ADCR

In this subsection, we evaluate the performance of our E-ADCR protocol by comparing it with two other protocols from the literature: CF [29] and a perfect gradient-base routing protocol (called Gradient in the following). In both CF and Gradient, nodes know their own distance to the sink. Nodes select as next hop any neighbor having a smaller distance to the sink.

1) Impact of low duty-cycles: In the first simulation scenario, we study the impact of a low duty cycle on the performance of the three routing protocols. We consider here duty cycles that are below 1%.

Figures 9 and 10 show the packet delivery ratio as a function of the duty cycle, with respectively a traffic generation period of 5 s (which corresponds to a high traffic generation given the low duty-cycle) and a period of 60 s (which corresponds to a relatively low traffic generation). The delivery ratio increases with the duty cycle for all three protocols. For CF, the delivery ratio increases from 60% to 74% when the traffic period is 5 s, and from 59% to 68% when the traffic period is 60 s. The packet delivery ratio does not vary greatly with the increase of the duty-cycle nor with the traffic load and remains low, because of the update mechanism of the most crucial parameter cost-to-go in the protocol. Indeed, when a node $n$ hears another node $v$ having a very small cost-to-go $c(v)$, $n$ updates $c(n)$ accordingly. $n$ stops forwarding packets to neighbors having a larger cost-to-go. This behavior reduces the performance of the protocol if the link between $n$ and $v$ is lossy, which is likely if $v$ is far away from $n$. For the Gradient protocol, the delivery ratio increases from 13% to 66% when the traffic period is 5 s, and from 43% to 100% when the traffic period is 60 s. E-ADCR, the delivery ratio increases from 68% to 84% when the traffic period is 5 s, and from 92% to 97% when the traffic period is 60 s. E-ADCR shows good performance for low duty-cycles: it is beneficial to reduce the control overhead by sending packets frequently, rather than to wait for a neighbor which is closer to the destination.

Figures 11 and 12 show the end-to-end delay of data packets as a function of the duty cycle, with respectively a traffic generation period of 5 s and of 60 s. For CF, the end-to-end delay of data packets varies between 3 s to 4 s as the duty cycle increases, regardless of the traffic load. This can be explained by the fact that in CF, the impact of the activity duration on the number of packets
that are rebroadcasted is small. For the Gradient protocol, the end-to-end delay of data packets decreases rapidly when the duty cycle increases, but is still high (from 371 s to 150 s with a traffic period of 5 s, and from 530 s to 28 s with a traffic period of 60 s). Indeed, as the duty cycle increases, there are more opportunities to meet neighbors. The meetings with neighbors also last longer, which means that more packets are exchanged and the beacon overhead is reduced. For E-ADCR, the end-to-end delay of data packets is low (from 4 s to 5 s with a traffic period of 5 s, and from 11 s to 6 s with a traffic period of 60 s). This shows that sending packets to all possible neighbors allow the E-ADCR protocol to find the quickest route for packets (among many other routes). Remember that the delay is computed based on the received packets only (see Figure 10), and it takes into account the time of the first reception of the packet by the destination.

2) Impact of large duty-cycles: In the second simulation scenario, we study the impact of a large duty cycle on the performance of the three routing protocols. We consider here duty cycles that are between 1% and 10%.

Figures 13 and 14 show the packet delivery ratio as a function of the duty cycle, with respectively a traffic generation period of 5 s and of 60 s. For CF, the results show that there is no significant variation of the delivery ratio (from 63% to 75% with a traffic period of 5 s, and from 74% to 79% with a traffic period of 60 s) when the duty-cycle is large. For the Gradient protocol, the packet delivery ratio increases significantly with the duty-cycle (from 66% to 97% with a traffic generation period of 5 s). For the E-ADCR protocol, the
packet delivery ratio reaches a maximum with a duty-cycle of 2%. This is explained by the fact that when the nodes have long activities, common activities with neighbors occur more frequently. This results into an important number of data packets copies and an increase of the number of collisions, thus limiting the packet delivery ratio.

Fig. 15: End-to-end delay of data packets as a function of the duty-cycle for a traffic generation period of 5 s, and for the routing protocols.
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Fig. 16: End-to-end delay of data packets as a function of the duty-cycle for a traffic generation period of 60 s and for the routing protocols.
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Figures 15 and 16 show the end-to-end delay of data packets as a function of the duty cycle, with respectively a traffic generation period of 5 s and from 28 s down to 3 s for a traffic generation period of 60 s, when the duty-cycle increases from 1% to 10%. For the Gradient protocol, the end-to-end delay decreases significantly when the duty-cycle increases (from 150 s down to 3 s with a traffic generation period of 5 s, and from 28 s down to 3 s for a traffic generation period of 60 s), when the duty-cycle increases from 1% to 10%. This increase of performance is due to the fact that with a large duty cycle, the nodes meet often for large durations, and do not have to wait for a long time before meeting a node closer to the sink. For the E-ADCR protocol, the end-to-end delay remains low (between 3 s and 6 s for both traffic generation periods), even with a high packet delivery ratio (see Figures 9 and 10).

In summary, we can notice that the performance of the CF protocol in terms of packet delivery ratio remains below the performance of both E-ADCR and Gradient protocols. When the duty cycle is above 1%, the Gradient protocol shows better performance than the E-ADCR protocol. This result is generally admitted, as flooding-based routing protocols are often less efficient than gradient-based routing protocols. However, it is interesting to notice that when the duty cycle is below 1%, the performance of the Gradient protocol is much lower than the performance of the E-ADCR protocol. The E-ADCR protocol takes up the challenge of effectively operating at very low duty-cycles. It guarantees a packet delivery ratio over 92% and an end-to-end delay of about 11 s (in our simulations), even when the duty cycle is fixed at 0.25% and a traffic generation period of 1 packet per minute.

Figure 17 shows the energy consumption in joule during 1 hour as a function of the duty-cycle (from 0.25% to 1%). As expected, the energy consumption increases (from 0.62 J to 1.94 J) with the duty-cycle (from 0.25% to 1%). The energy consumption is similar for all three protocols because of the same MAC protocol that operates with a fixed duty-cycle for all nodes. The duty-cycle is therefore a better indicator to estimate the network lifetime.
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V. CONCLUSION

Most routing protocols for WSNs require control messages to maintain their neighborhood and take routing decisions. These protocols usually behave poorly when the duty cycle is very low (that is, below 1%), as the control overhead becomes significantly greater than
the data traffic. In this paper, we proposed the routing protocol E-ADCR based on a flooding mechanism, and operating over a blind, opportunistic MAC protocol. In E-ADCR, once a node is active, it keeps broadcasting as many packets as possible. When a neighbor eventually receives one of this transmissions, the neighbor starts broadcasting this packet in turn. The E-ADCR protocol require limited control messages, and we show that it is suitable for networks operating on very low duty cycles, where active links between neighbor nodes are scarce. We compared several protocols by simulation. The results show that E-ADCR yields good performance in terms of end-to-end delay and packet delivery rate for duty cycles below 1%. As future work, we plan to combine the flooding mechanism of E-ADCR with a gradient-based mechanism, and to use the mechanism according to the packet priority or to the actual duty cycle.
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